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Abstract

Magnetic bead manipulation, in particular separation, in microfluidic systems is a tech-
nique which offers to simplify and integrate separation and rinsing procedures for minute
samples of biological material. We study the physics of magnetic bead motion in such
systems.

The force on a body in a magnetic field is determined from principles of thermody-
namics. From that result, the force between two spherical linearly paramagnetic particles
immersed in an external magnetic field is derived provided that they are well separated.
Furthermore, we find the magnetic dipole moments that two linearly paramagnetic spher-
ical particles induce in one another; both being immersed in an external magnetic field.
The leading magnetic interaction force decays as particle separation to the power −3.

The hydrodynamic interaction, which stems from the fluid motion set about by par-
ticles moving in a viscous fluid, is shown to decay with separation to the power −1 by
means of hydrodynamic Green’s functions. The magnetic interaction decays much faster
with separation. This significantly influences the dynamics of magnetic bead motion which
is illustrated through numerical simulations that study individual beads.

Instead of adding more and more beads on an individual basis, we go on to treat the
beads as a continuum described by a distribution that is coupled to the problem of fluid
flow in a model microfluidic channel. This shows that hydrodynamic interactions help the
capturing of magnetic beads and that this depends on the concentration of beads. An
effort is underway to test this prediction in experiments.

Finally, we have derived an analytic framework for the description of the slow motion
of spherical particles in a viscous fluid in confined geometries. This enables us to derive
a first approximation to the mobility of a spherical particle at the centre of a cube filled
with viscous fluid.
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Resumé

Manipulation af magnetiske partikler, i særdeleshed separation, i mikrovæskesystemer er
en teknik, som tillader simplifikation og integration af separations- og oprensningsproce-
durer for små mængder af biologisk materiale. Vi studerer her fysikken bag magnetiske
kuglers bevægelse i s̊adanne systemer.

Vi udleder kraften p̊a et legeme i et magnetfelt udfra termodynamiske principper og
fra dette udledt kraften mellem to sfæriske, lineært paramagnetiske partikler i et eksternt
magnetfelt under antagelse af, at de ikke er for tæt sammen. Derudover finder vi de
magnetiske dipolemomenter, som to sfæriske, lineært paramagnetiske partikler inducerer i
hinanden, n̊ar de er p̊atrykt et eksternt magnetfelt. Den førende magnetiske vekselvirking
aftager med partikelafstanden i tredie potens.

Den hydrodynamiske vekselvirkning, der skyldes væskebevægelse, der opst̊ar n̊ar par-
tiklerne bevæger sig gennem væsken, vises ved hjælp af hydrodynamiske Greensfunktioner
at aftage med partikelafstanden i første potense. Den magnetiske vekselvirkning aftager
alts̊a meget hurtigere med afstanden. Dette p̊avirker afgørende de magnetiske kuglers
bevægelse, hvilket vi illustrerer ved numeriske simulationer, hvor vi behandler kuglerne
særskilt.

I stedet for at tilføre flere kugler en ad gangen g̊ar vi videre og behandler kuglerne som
et kontinuum, som beskrives ved en fordeling, som er koblet sammen med væskestrømningsproblemet
i en modelmikrovæskekanal. Dette viser, at hydrodynamiske vekselvirkninger hjælper ind-
fangningen af magnetiske kugler, og at dette afhænger af koncentrationen af kugler. Der
bliver arbejdet p̊a at undersøge denne forudsigelse eksperimentelt.

Endeligt har vi udledt et analytisk redskab til beskrivelse af langsomtbevægende sfæriske
partikler i viskøs væske indesluttet i en beholder. Dette gør det muligt at udlede en
førstetilnærmelse til mobiliteten for en kugleformet partikel placeret i centrum af en tern-
ingformet kasse fyldt med viskøs væske.
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Chapter 1

Introduction

In the following we study the physics of the motion of magnetic beads in microfluidic
systems. We study several of different aspects: the forces on single beads and between a
number of beads, the influence of having a few beads together and the effect of having so
many beads that they are best described as a continuum. We describe experiments which
are under way to test some of the ideas and finally provide a general theoretical framework
that can treat not just the motion of several beads but also their interactions with walls.

As we consider beads in microchannels distances are very short and Reynolds numbers
are low as well. Drag dominates bead motion and inertia plays no rôle. However, this is
also on a scale where classical physics rules. All beads considered are spherical and hard;
the fluid is Newtonian and very much like water. It is remarkable that there is anything to
discuss with such an orthodox physical system, however, the collective motion of spherical
beads in a small channel is not so simple to describe.

There is an on-going effort to miniaturize a variety of traditional laboratory functions
under the label ‘lab-on-a-chip’ such that they can be made automatic and integrated onto
a chip. Such processes, typically, rely on the physical manipulation of fluids, filtering,
separation, mixing, and transport, and these operations need to be translated into a format
compatible with integration onto a chip and with the physics of fluids on a submillimetre
scale.

Two phenomena that find application are the manipulation of small objects by means
of electric or magnetic fields. In particular electric manipulation of polarizable objects,
dielectrophoresis, has been popular as it is easy and convenient to generate electric fields.
The oft ignored baby brother of dielectrophoresis is magnetophoresis— the manipulation
of objects (particles) by means of magnetic fields.

Recently, there has been an increasing interest in using magnetic beads in separation of,
say, biochemical species in microfluidic systems [13, 54]. The principle is to have biochem-
ically functionalized polymer beads with inclusions of superparamagnetic nanometre-size
particles of, for example, magnetite or maghemite. With appropriately treated bead sur-
faces, the beads will have specific affinity to particular biochemical or biological species.
Because of their strong paramagnetism they can be separated out of solution by means
of magnetic fields. As most biological material is either diamagnetic or only very weakly

1



2 CHAPTER 1. INTRODUCTION

paramagnetic this separation is specific.
A number of designs have appeared in the literature either on the basis of external

permanent [14, 29], integrated electromagnets [3, 11, 12, 47] or a combination [41]. They
are all based on a microchannel in which fluid passes through carrying the magnetic
beads which may have bound to the species for which the beads have specific affinity. In
the case of external permanent magnets, there are often either mechanically structured
magnetizable material such as pillars integrated to provide suitable gradients or electrical
leads run through that can do the same. Permanent magnets have the advantage that they
provide currentless performance and strong fields whereas electromagnets provide easily
controllable magnetic fields but at the price of heat dissipation or weaker fields.

Magnetophoresis finds its application in separation processes where some entity of
interest is either magnetic itself or attached to, for example, a magnetic bead. The entity
can then be retained at will with the aid of magnetic fields. Since most materials show
negligible para- or diamagnetism, it is usually necessary to introduce a magnetic ‘handle’
such as the mentioned magnetic beads. This is in contrast to dielectrophoresis as dielectric
constants of common substances generally are more varied.

For the experimentalist this is both a blessing and a curse. Consider analysing a
blood sample: The sample contains literally thousands of different chemical and biological
species which are essentially all indifferent to the application of a magnetic field. By the
introduction of magnetic beads that bind specifically to one of these species — something
which is possible in biology —one can single out only the bound species. However, it is
necessary to introduce these beads. One cannot rely on the intrinsic magnetic properties
of the system at hand.

A nice feature of magnetophoresis with beads is that it lends itself easily to use in
microsystems. The magnetic field can easily come from an external permanent or an
integrated electromagnet. There need not be heat dissipation or electrolysis as there
would be with dielectrophoresis. There is no need for a mechanical filter for retention
which complicates rinsing and flushing steps.

Having lined up benefits of magnetophoresis as an introduction, we can briefly look
upon the close relative dielectrophoresis that hinges on similar ideas. Since most people
are more familiar with electrostatics than magnetostatics and since there exist electric
charges it makes an easier starting point.

1.1 Dielectrophoresis

Before restricting attention exclusively to magnetophoresis, it is fruitful to point out some
of the merits of the analogous technique using electric fields.

A physical object that is subject to an electrical field will in general be polarized; the
centres of the negative charge and the positive charge will not coincide and a net electric
moment will in general result. Clearly, it is possible to dream up fields and geometries
where no net dipole moment will be induced but we’ll leave that aside. If the electric
field is inhomogeneous then the centre of negative charge will feel one field strength and
direction while the positive another. This means that there will be a net force acting on
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the object as a whole. This is what we call dielectrophoresis.
The essence of the phenomenon is the action of a field upon a field induced elec-

tric polarization. It is similar to optical trapping as in an optical tweezer but the term
dielectrophoresis is applied to the case of fields much more slowly varying than optical
frequencies.

A little hand-waving lets us derive the expression for the force on the induced dipole.
Later we are going to derive the analogous expression for the magnetic force rigorously.
We imagine the dipole as two charges +q and −q separated by a distance s. The total
force on the dipole will then be

F = +qE(r + s)− qE(r) ≈ q
(
s ·∇)

E(r). (1.1)

The vector qs can be identified with the electric dipole moment.
If the dipole moment is induced by the presence of the same electric field, as is the

assumption inherent in dielectrophoresis, and the dipole moment is proportional to the
applied field then the force becomes proportional to the gradient of the field squared. For
a sphere of radius a the result is particularly simple

F = 2πε1a
3 ε2 − ε1

ε2 + 2ε1
∇E2

ext (1.2)

where the surrounding medium and the sphere are assumed to have permittivities ε1 and
ε2 respectively [25]. The combination (ε2− ε1)/(ε2 + 2ε1) is called the Clausius-Mossotti-
factor and depends on the specific geometry through depolarization effects [25]. This result
should be compared with the analogous expression in the magnetic case which we derive
later, Eq. (2.21). Depending on the relative magnitudes of the permittivities, the force
can either be in the direction of field maxima or field minima. In the former case, one
speaks of positive dielectrophoresis and in the latter of negative dielectrophoresis.

The strong selling point about dielectrophoresis is that many entities will show it of
and by themselves. What is necessary is that the entity has a permittivity that differs
appreciably from that of the surrounding medium. For biological applications the medium
will often be aqueous and as pure water is polar and has a high permittivity many, less
polar for example, substances will show an appreciable (negative) dielectrophoretic effect.

Furthermore, entities with an internal structure such as cells can display a varied
spectral response that enables sorting by applying fields with different frequencies to catch
and release entities selectively. The frequency dependence comes about because of loss
mechanisms such as conduction or intrinsic dielectric loss that sets a time scale for the
response. If the entity has some internal structure such as that of a lipid double membrane
then there can be spectral windows of positive or negative dielectrophoresis.

1.2 Magnetophoresis

The magnetic analogue of dielectrophoresis is magnetophoresis where a net force results
on a para- or diamagnetic body from the application of an inhomogeneous magnetic field.
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Here there are no magnetic charges to separate but microscopic dipole moments are aligned
so that a net magnetic moment m results and we can guess a net force F proportional to

F =
(
m ·∇)

H(r) (1.3)

in analogy with the electrostatic case. Later on, we will derive the force on a magnetizable
body with a lot more care but this will do for the present. The net force on the body
depends on the gradient of the field; a homogeneous magnetic field only gives rise to a
torque.

Until now, the analogy with dielectrophoresis carries through, however, the differences
lie in the magnetic and electric properties of matter. We already pointed out that the
dielectric properties of matter varies greatly at least if one considers the range of dielectric
constants for household materials from plastics (ε ≈ 2εo) to water (ε ≈ 80εo). The
situation is different with the magnetic properties as most common substances are either
very weakly paramagnetic or diamagnetic with well-known exceptions, iron and lodestone
for example, that have permanent magnetizations.

Doing magnetophoresis experiments with bead that are permanently magnetic would
rather impractical as the beads would attract one another and agglomerate together so it
would only really work properly for beads that are superparamagnetic as those mentioned
above. In itself, superparamagnetism is an interesting phenomenon that is worthy of a brief
introduction. If we consider a nanometre-size particle of a ferromagnetic substance then
the energy barrier to reverse the direction of magnetization can become comparable with
thermal energies leading to frequent flipping of the net magnetic moment [45]. We can thus
see the net magnetic moment as a single spin in classical Langevin theory and from that
calculate the resulting magnetization in an external magnetic field at finite temperature
[15]. In this way, a superparamagnetic particle appears to be strongly paramagnetic in
that it is the ordered response from millions of atoms at a time and the response is very
nearly linear for moderate applied fields as the response is Langevinian [15].

It is really the availability of biochemically functionalized polymer beads with super-
paramagnetic inclusions that makes this enterprise of magnetophoresis interesting from an
application point of view. It is fortuitous that magnetic fields generally do not interfere
with biological material, that they can easily be generated with electromagnets and that
specific entities can be targeted with suitably functionalized magnetic beads.

1.3 Hydrodynamics

The usual path of study of magnetic bead manipulation is to concentrate on the magnetic
side of the problem but in this work we will see that the hydrodynamics of it is very
important. The fact that magnetic beads move in a viscous fluid sets up a sort of interac-
tion which is due to the fact that the motion of beads leads to a flow of the fluid. When
focusing exclusively on the motion of beads, this comes up in the guise of an effective
interaction between the beads.

The fluid mechanics and hydrodynamics of bead motion in microchannels are quite
forgiving subjects as hydrodynamics comes (compare with turbulence) as the flows involved
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are laminar but even then the mathematical treatment based on the Stokes equation can
be challenging but a lot can still be said and done.

In the absence of moving beads, the hydrodynamics of a microchannel in the limit of
laminar flow is standard textbook material. The Poiseuille flow as it is called of a channel
of rectangular or circular cross section is the staple of introductory hydrodynamics and can
be done analytically with all its glory. The flow due motion of even a spherical particle
is somewhat more complicated and did pose a paradox in its time but was eventually
resolved through the work of the Swede C.W. Oseen.

1.4 Outline of the Thesis

The bulk of this thesis is the chapters 2 to 6 where we cover a range of topics pertaining
to the motion of magnetic beads in microfluidics. The first direction in which we set out
is the magnetic aspects of bead motion which we treat in Chapter 2. First of all, the force
on a magnetic object is derived from thermodynamic principles and examined in detail.
This was necessary to settle a dispute that had appeared in the literature. Its value lies
not in novelty but in care. From that we derive the force between two spherical beads
under assumptions that amount to the beads being well apart. Going further, we derive
a framework that is capable of treating the case of beads that are so close that they are
able to magnetize one another significantly.

From that we proceed to what is to become the main theme in the present work; the
influence of hydrodynamic interactions. We start out in Chapter 3 by deriving in a straight-
forward manner the stokeslet which is a hydrodynamic Green’s function corresponding to
the action of a point force. This simple tool enables us to make the observation crucial
herein that hydrodynamic interactions dominate over the magnetic ones. To support this
observation, we provide simulations that employs Green’s functions to take into account
hydrodynamic interactions in bead capturing.

To make a complementary argument and to take the effect of having beads moving
under the influence of an external force more fully into account, we model and simulate
the beads as a continuous distribution which is coupled to the fluid flow. This reveals a
strong influence of the number of beads on capturing through hydrodynamics interactions
which we see in Chapter 4. Briefly in Chapter 5, we touch upon experiments that are
underway to test whether the influence of the concentration of beads can be seen in a
device. This is very much work in progress being carried out at MIC in collaboration with
Kristian Smistrup, Anders Brask and my supervisors.

The theoretical approaches described so far have all left something to be desired if in
no other aspects then in elegance and systematics. Their final applications have rested
on numerical simulations that limit certain types of insight that analytical methods can
provide. In Chapter 6, we extend an analytical framework originally devised to study
particle diffusion and sedimentation of dense dispersions to provide an avenue into the
study of bead motion in constricted geometries such as in a microchannel. The framework
is systematic and analytical and, in our view, promises a whole new approach to particle
motion in microfludic systems that relies less on brute force numerical simulations. The
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method is applied to the rather modest problem of a bead placed at the centre of a cubical
box but this should only be taken as an illustration of its application.
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Christian Mikkelsen, Mikkel Fougt Hansen and Henrik Bruus
Reference
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Authors
Christian Mikkelsen, Mikkel Fougt Hansen and Henrik Bruus
Reference
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Conference Proceedings from OFC 2004
Title
Orthogonal optical labeling based on a 40 Gbit/s DPSK payload and a 2.5 Gbit/s IM
label
Authors
Nan Chi, Lin Xu, Jianfeng Zhang, Pablo V. Holm-Nielsen, Christophe Peucheret, Christian
Mikkelsen, Haiyan Ou, Jorge Seoane and Palle Jeppesen Reference
Optical Fiber Communication Conference 2004, FO6.

Paper published in Electronics Letters
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Transmission and label encoding/erasure of orthogonally labelled signal using 40 Gbit/s
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Chapter 2

Force on a magnetized object

In this chapter we investigate and derive the force on a magnetic object from the most
general considerations available to us. We do this and derive the force expression anew
because of a dispute as recent as 2001 in Physical Review Letters over the exact expres-
sion for the force on a magnetizable body — a question with a distinct 1873 character
about it [39, 16, 17]. In the literature there are a bewildering multitude of slightly dif-
ferent expressions for the magnetic force all hinging on various different assumptions and
approximations. For example [40]

F =
V ∆χ

µo
(B ·∇)B (2.1)

where V is the volume, ∆χ is the magnetic susceptibility relative to the surrounding
medium and B is the magnetic flux density. Or [11]

F = V χ(H ·∇)B (2.2)

where χ is the magnetic susceptibility “by volume” and H is the magnetic field. Odenbach
and Liu [39] even suggests the validity of two different force expressions,

FK =
∫

µoMi∇Hi dr (2.3)

and

Fv =
∫

Mi∇Bi dr (2.4)

in slightly different situations. In these expressions, summation over the repeated i-indices
is implied.

A lot of the confusion stems from not distinguishing between the conceptually separate
H and B-fields and not properly specifying whether the fields are those in the presence
or absence of the object upon which the force is acting. As we will see below, there is
considerable subtlety involved in this question, and this warrants careful and methodical
derivation from first principles.

9
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We will not use the terms magnetic induction or flux density but refer to the two
magnetic fields as the magnetic H- and B-fields which are related to the permeability µ
and magnetization through

B = µo(H + M) = µH. (2.5)

Everywhere, permeabilities and susceptibilities χ refer to the properties of materials not
objects. The H- and B-fields are governed by two Maxwell’s equations which in the static
case in the presence of a stationary current distribution J read

∇ ·B = 0 and ∇×H = J. (2.6)

We will use the fact that B being divergence-free can be written as the curl of a vector
potential A

B = ∇×A (2.7)

and that H being irrotational in the absence of currents can be written as the gradient of
some scalar potential.

2.1 Magnetic force on a body

The starting point is the magnetophoretic effect itself. We consider the force upon a
spherical, linearly paramagnetic particle of radius a with permeability µ = µo(1 + χ)
immersed in a magnetic field Hext which, in general, will not be assumed homogeneous.
We picture the particle being placed in a medium which is essentially non-magnetic, i.e.
the permeability does not deviate appreciably from that of vacuum, µo. This assumption
is almost always justified.

The external magnetic field will magnetize the particle, inducing a magnetic moment.
Two things happen to a magnetic moment in a field. Firstly, it is subject to a torque,
however, as we have assumed the particle to be linearly (para-)magnetic the moment will
be aligned with the field so the net torque vanishes. Secondly, if the field is inhomoge-
neous, the particle will feel a net force as the “one end” of the magnetic moment will be
subject to a different magnetic field strength than the other. This is the essence of the
magnetophoretic effect.

2.1.1 Thermodynamics

A material body immersed in a magnetic field undergoes changes in its thermodynamic
state and thus its thermodynamic potentials. However, this is a subtle point as a body
in general will be magnetized and thus modify the field in which it is immersed making
it necessary to specify whether one is refering to fields before introducing the body and
thus measured or calculated in its absence or to fields including the body and thus taking
full account of changes in the sources of the magnetic field. It turns out, fortunately, that
it is possible to sidestep such problems partially and express quantities in terms of the
field in the absence of the body, i.e. the applied field. We need not (always) calculate
a self-consistent solution for the field and the physical properties of the sources and the
body.
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Our point of departure is the free energy expressed in terms of the magnetic H-field
for all of space including the body. We then subtract the free energy that would exist
in vacuum in the absence of the body and interpret the remainder as pertaining to the
material body.

Now, to fix attention on something a little more concrete, picture a current distribution
over some conductors in a region of space which gives rise to a magnetic H-field Hext. The
currents are being maintained by electromotive forces, if necessary work can be done to
maintain the currents. This field Hext is taken to be in the absence of our material body.
In the presence of the body things happen: the body is magnetized and changes occur to
the state of the body, spins and circulating currents are ordered. This cannot, of course,
be neglected and gives rise to the fields denoted B and H.

The thermodynamic differential for the free energy density in terms of H-fields F̃ is

dF̃ = −SdT + ζd%−B · dH. (2.8)

Here and in the following, we are proceeding along lines laid out in Landau & Lifshitz [28]
and there is little use in deviating from their notation: S is the entropy density, T the
temperature, ζ the chemical potential per unit mass, % is the mass density, and the tilde
in F̃ indicates that this free energy is a function of H rather than B-fields.

Now our choice of free energy with tilde as thermodynamic potential can be justified.
We will only consider processes taking place at constant temperature and at constant mass
density, further, we have already decided that our ‘handle’ on magnetism is currents and
thus H-fields. As a sidenote, it is not really possible to get a similar handle on B-fields,
as Callen [7] puts it, “There exist no walls restrictive with respect to magnetic moment.”

In vacuo, the relation between H and B is simple; with the choice of SI-units —a
proportionality, B = µoH. The vacuum contribution to the free energy density is thus
F̃vac = −1

2µoH
2
ext. The total free energy, F̃ , attributable to the material body we define

as

F̃ =
∫

(F̃ − F̃vac) dV =
∫

(F̃ + 1
2µoH

2
ext) dV, (2.9)

where F̃ is the ‘conventional’ free energy density defined all over space.
Thus, the free energy has been redefined by subtracting the vacuum free energy den-

sity—a quantity that makes no reference whatsoever to the thermodynamics of the body.
Differentials valid for the conventional free energy are precisely the same for the new total
free energy, and, when doing thermodynamic processes, what we really care about are the
differentials rather than the thermodynamic potentials in themselves. The redefined free
energy is just as good as the old one for describing physical processes. This is the first
crucial observation.

The second observation is that, on physical grounds, the differential of the total free
energy can be greatly simplified compared to the the form above. As it stands, the problem
needs to be specified in terms of the unmodified free energy including calculation of the
actual B- and H-fields before we subtract a contribution from the vacuum; not much in
the way of a simplification.
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The way to proceed is to write down the differential of the modified free energy Eq. (2.9)
using the expression for the unmodified one Eq. (2.8),

δF̃ =
∫

(δF̃ − δF̃vac) dV = −
∫

(B · δH− µoHext · δHext) dV, (2.10)

and then to add and subtract (B − µoH) · δH from the integrand. After regrouping the
terms, we get the following,

δF̃ = −
∫

µo(H−Hext)·δHext dV −
∫

(δH−δHext)·B dV −
∫

(B−µoH)·δHext dV. (2.11)

Now, let us just step back to ponder this. The way to look at this is that we have
some physical setup with an arrangement of currents and some material body. To this we
attribute some free energy — a thermodynamic potential. Physical processes change this
free energy. We are considering the implications of some otherwise unspecified small step
in an isothermal process which keeps the mass density fixed. There is no restriction as
to whether what is being changed is the body or the current distributions. We allow for
both, not just a change in H but also in Hext.

The next steps are showing that the first and second integrals vanish: this is done by
writing fields in terms of potentials, transforming the integrals, and arguing that these
integrals vanish. The third integral is then the prescription for calculating changes in free
energy.

We now show that the first integral vanishes. To this end we write the varied field in the
absence of the material body, δHext, as the curl of a vector potential, µo δHext = ∇×δAext.
With the aid of an identity for the divergence of a cross product, the integrand

µo(H−Hext) · δHext = ∇ · (δAext × (H−Hext)
)

+ δAext ·∇× (H−Hext). (2.12)

With the aid of the divergence or Gauss theorem, the first integral transforms into a
surface integral over the surface at infinity, in all,

−
∫

µo(H−Hext) · δHext dV =
∮

δAext × (H−Hext)da +
∫

δAext ·∇× (H−Hext) dV.

(2.13)
The surface integral at infinity vanishes, so we are left with the second integral. Rea-

soning based on thermodynamics presupposes equilibrium and thus that transients have
died out. The total currents across the conductors that generate H and Hext are assumed
to be the same; this is how the fields before and after are constructed. What might be
different is the spatial distribution over the cross sections of the conductors, however, sta-
tionary currents are unaffected by static magnetic fields: a time-varying magnetic field can
influence the current distribution but stationary currents are only affected by the electric
fields, in particular those fields driving the current. Thus even the current distributions
must be the same before and after placing the body in the magnetic field so the curls of
Hext and H must be identical: the integrand vanishes.

Having showed, carefully, the first integral of Eq. (2.11) to vanish, we proceed with the
second. In lieu of B, we can have a vector potential A so that B = ∇ ×A. This enters
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the integrand and we write it as a divergence of a cross product and a term containing
the curl of some H-field,

(δH− δHext) ·B = ∇ · (A× (δH−Hext)
)

+ A ·∇× (δH− δHext). (2.14)

The divergence term is converted into a surface integral at infinity by virtue of the
divergence theorem and thus vanishes. The δ-terms appearing in the curl are changes
in the fields with and without the body due to the process we are studying. Because
of linearity of electromagnetism these are actually legitimate physical fields just as the
fields before and after the process step, and we can ascribe them current distributions δj
and δjext. More over, the current distributions are the same with and without body by
arguments as above. The curls are thus the same and the second term of the integrand
vanishes. Left is the third term of Eq. (2.11),

δF̃ = −
∫

(B− µoH) · δHext dV (2.15)

or
δF̃ = −

∫

body
µoM · δHext dV. (2.16)

As the body in question is the only volume over which M does not vanish identically, we
restrict the integration to the volume of the body. If the material is linear with respect to
magnetic fields, calculations are straight-forward.

2.1.2 The magnetic force from the free energy

Leaving Landau & Lifshitz, the result can be used simply to calculate the force on a
magnetized object. Firstly, a force F due to the field performing work upon the body over
some distance δs changes the free energy of the field by

δF̃ = −F · δs. (2.17)

By considering the free energy change during a small (virtual) displacement δs we find
the force stemming from the magnetic field. A displacement of the body in the field means
that the field sans body appears to have changed by (δs·∇)Hext. This is exactly the δHext

we are after. Inserting this into Eq. (2.16) gives

δF̃ = δsj

∫

body
µoMi∂j(Hext)i dV, (2.18)

where we conveniently interpret the integral as the force from the magnetic field Hext on
the magnetic moment distribution M(r).

If the body is non-conducting and the fields are static then ∇×Hext = 0 and the force
in an external magnetic field on a magnetized object can be written

F = µo

∫
(M ·∇)Hext dV, (2.19)



14 CHAPTER 2. FORCE ON A MAGNETIZED OBJECT

where the integration is, again, understood to be carried out over the volume of the object,
i.e. where the magnetization is non-vanishing.

Now, if the field is not too inhomogeneous, i.e. a|∇H| ¿ |H|, we calculate the magne-
tization as the magnetization of a spherical particle in a homogeneous field which is known
to be,

M =
3χ

χ + 3
Hext = 3

µ− µo

µ + 2µo
Hext, (2.20)

assuming non-magnetic surroundings and, conveniently, is constant over the volume of
the particle [24]. This is an exceptional case; the magnetization will usually vary over the
volume and is generally not known in closed form.

The resulting total force is then found simply by carrying out the integration over the
volume of the particle,

F = 2πµo a3 µ− µo

µ + 2µo
∇H2

ext. (2.21)

The validity of this expression depends on the proportionality of the magnetization with
the field and on the field inhomogeneity not being too great so that the magnetization can
be taken as constant.

Some quick observations are in order: If the particle is paramagnetic, µ > µo, as
we have assumed then it will be attracted toward higher magnetic fields. This is called
positive magnetophoresis, conversely, diamagnetic particles which are repelled by high
magnetic fields exhibit negative magnetophoresis. The total force quickly saturates for
susceptibilities larger than unity— and equivalently for permeabilities larger than that of
vacuum.

As for the dispute in the literature on the form of the correct expression for the force
on a magnetic body [39, 16, 17] where Odenbach & Liu argued for the validity of two
different force expressions, we can rule in favour of Engel [16, 17]. The core of the matter
is imprecision in specifying which fields one is referring to. As we have seen one obtains
the correct force when one calculates the gradient of the magnetic H-field in the absence
of the body. In the experiment of Odenbach & Liu, they had arranged the experiment that
the difference between the correct expression Eq. (2.19) and the incorrect ones Eqs. (2.3)
and (2.4) used with the magnetic B-field calculated in the presence of the body was on
the order of a few per cent and thus indistinguishable experimentally.

2.2 Magnetic forces between two particles

In the preceding, we looked at the force on a single body or particle; now we turn to the
case of more than one in an external magnetic field. The magnetic field is changed by
the presence of additional magnetic particles and this gives rise to an effective interaction.
This is the first step into considering interactions of many particles.

We look at the case of just two particles. The interaction comes about in different
ways: (a) The field due to the magnetization of the one particle induces an additional
magnetic moment in the other particle; (b) the field due to the magnetization of the one
particle gives rise to an inhomogeneity of the field at the position of the other particle
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and thus a force; (c) the additional magnetic moment interacts with the dipole field of the
neighbouring particle. Symbolically, we write

Ftotal = µo

∫ (
(Mext + Mind) ·∇

)
(Hext + Hind) dV (2.22)

where Mext is the magnetization caused by the applied field Hext, and Hind is the field
from the induced magnetization in a particle. The magnetization caused by the induced
field from the other particle is Mind.

Different contributions are identified by expanding the product in the integrand: The
applied field and the magnetization created by it are independent of the interparticle
separation s. The induced field, Hind, is predominantly a dipole field. For a spherical
particle in a homogeneous magnetic field this is true exactly, in general this will only be
an approximation. The field from a dipole falls off as separation cubed and we generally
assume that the fields are so small that the magnetizations are proportional to the external
fields so that

Hind ∝ 1
s3

and Mind ∝ 1
s3

. (2.23)

A few important general observations can be made on the basis of this if we expand
the force in powers of the inter-particle separation. First, the leading contribution to the
force would be that between Mext and Hext — both independent of s. This is the force
that any such magnetic particle would feel were it alone. The first correction to the inter-
particle force is the interaction between Mind and Hext. This is inversely proportional to
the separation cubed. The next correction, due to Hind acting on Mext, is proportional to
the fourth power. Lastly, there is a van der Waals-like, i.e. induced dipole-induced dipole,
interaction of seventh order.

Here we restrict ourselves to the correction of leading order, the one due to the neigh-
bouring particle changing M. The two particles are both in a magnetic field which we
take to be fairly homogeneous; sufficient to approximate the resulting field from either of
the particles, here no. 1, as that of a dipole [15, 24],

Hind,1 =
χ

χ + 3
a3

(
3
(
H(r1) · s)s

s5
− H(r1)

s3

)
. (2.24)

The field from particle 1 gives rise to a magnetization of particle 2 and by Eq. (2.19) a
force

F2←1 = 4πµo
χ2

(χ + 3)2
a6

s3

(
3
s2

(
H(r1) · s)(s ·∇)

H(r2)−
(
H(r1) ·∇

)
H(r2)

)
(2.25)

As anticipated, this is a force term that depends inversely on the distance cubed.

2.3 Magnetic particle in pure dipole field

The problem of two magnetizable spherical particles in an external field is a difficult one.
It can be solved in the form of a triple recursion formula but this solution is very hard to
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extract usable results from, [50, 51]. Here we will look at a simpler problem that admits
a solution as a series expansion, specifically a multipole expansion: that of a sphere in a
pure dipole field.

The idea is that we are going to immerse the particles in an external field which is
mostly homogeneous and that the particles are separated somewhat. The dipole terms
will then dominate. However, the dipole field from the other particle will induce higher
order terms that we can take into account. This approximation falls in between ignoring
the magnetic interaction, only retaining the terms due to the applied (external) field, and
then solving the complete problem exactly, for example, expanding the fields of both to
all orders.

rs z = s

r

Q

Figure 2.1: A magnetizable sphere centered at the origin and a point dipole directed in
the z-direction indicated by the bold short arrow. For an arbitrary point Q, the distance
r is calculated from the origin and the distance rs is measured from the dipole at z = s.

We picture a sphere of radius a centered at the origin and a dipole at the point z = s
on the z-axis. We assume that everything is static and non-conducting so that J+ ∂D

∂t = 0
and thus ∇×H = 0. This means we can define the magnetic scalar potential, ψ, akin to
the potential known from electrostatics. We take the dipole to be arranged in the direction
of the z-axis, i.e. the scalar potential is [24, 25, 52]

ψ =
mz

4π

∂

∂z

1
rs

, (2.26)

for some moment mz and where rs is the distance from the dipole. (The two other cases
are found in an appendix.) This we expand as seen from the origin, i.e. the centre of the
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sphere, in a multipole expansion
∂

∂z

1
rs

=
∂

∂z

1
s

∑
n

Pn(cos θ)
(r

s

)n
(2.27)

i.e. an expansion in powers of distance r and with the (polar) angular dependence encap-
sulated in Legendre polynomials, Pn.

The differentiation can be carried out
∂

∂z

1
rs

=
1
s

∑
n

(
Pn(cos θ)

n

s

(r

s

)n−1 ∂r

∂z
+ P ′

n(cos θ)(− sin θ)
(r

s

)n ∂θ

∂z

)
. (2.28)

and we can then apply an identity for Legendre polynomials and the derivatives of polar
coordinate functions in terms of Cartesian coordinates,

∂r

∂x
= sin θ cosφ,

∂θ

∂x
=

1
r

cos θ cosφ, (2.29a)

∂r

∂y
= sin θ sinφ,

∂θ

∂y
=

1
r

cos θ sinφ, (2.29b)

∂r

∂z
= cos θ,

∂θ

∂z
= −1

r
sin θ. (2.29c)

We do it one term at a time. First, we write out the derivative in the first term of Eq. (2.28)

Pn(cos θ)
n

s

(r

s

)n−1 ∂r

∂z
= Pn(cos θ)

n

r

(r

s

)n
cos θ (2.30)

In the second term, we use the identity

−P ′
n(x) =

nx

1− x2
Pn(x)− n

1− x2
Pn−1(x) (2.31)

to obtain
−Pn(cos θ)

(r

s

)n n

r
cos θ + Pn−1(cos θ)

(r

s

)n n

r
. (2.32)

The terms can then be collected
∂

∂z

1
rs

=
1
s2

∑
n

(n + 1)Pn(cos θ)
(r

s

)n
. (2.33)

By sorting by order of Legendre polynomials, we get the multipole expansion.
This is the general expansion of the dipole potential. Now we write up the most general

multipole expansion of the potential in ψin and around the sphere ψex. First we observe
that outside the sphere, the expansion of the potential cannot be in positive powers rn as
the potential must tend to a finite value, e.g. zero, at infinity. Conversely, in order to stay
finite at the origin the potential cannot have terms with negative powers 1/rn. In short,

ψin =
∑

n

Anrn Pn(cos θ) (2.34)

ψex =
∑

n

Bn
Pn(cos θ)

rn+1
+

mz

4π

∂

∂z

1
rs

(2.35)

=
∑

n

(
Bn

1
rn+1

+
mz

4πs2
(n + 1)

(r

s

)n
)

Pn(cos θ). (2.36)
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Now it remains to match ψin and ψex at the boundary of the sphere, at r = a. We have
two boundary conditions to help us. Firstly, that the H-field is finite across the boundary
and as H = −∇ψ, so the potential must be continuous

ψin|r=a = ψex|r=a (2.37)

Secondly, that the normal component of B-field must be continuous, i.e.

−µo
∂ψex

∂r

∣∣∣∣
r=a

= −µ
∂ψin

∂r

∣∣∣∣
r=a

. (2.38)

We employ these conditions in turn and use the fact that Legendre polynomials, Pn(x),
are orthogonal. First, equality of potentials at r = a, Eq. (2.37) gives

An =
Bn

a2n+1
+

mz

4πs2

n + 1
sn

. (2.39)

Secondly, we require Eq. (2.38) so we need the derivatives

∂ψin

∂r
=

∑
n

Annrn−1Pn(cos θ) (2.40)

and
∂ψex

∂r
=

∑
n

(
−(n + 1)

Bn

rn+2
+

mz

4πs3
n(n + 1)

(r

s

)n−1
)

Pn(cos θ). (2.41)

Applying the condition on the derivatives Eq. (2.38) gives

An =
µo

µ
(n + 1)

{
− 1

n

Bn

a2n+1
+

mz

4πs2

1
sn

}
. (2.42)

Subtracting Eqs. (2.39) and (2.42) enables us to find Bn which determines the expan-
sion of the field external to the sphere as

Bn = −a2n+1n(n + 1)
mz

4πsn+2

µ− µo

nµ + (n + 1)µo
. (2.43)

The induced nth-multipole moment of the sphere, m(n), is 4πBn. The dipole field creates
multipole moments of all orders but the leading one is the dipole moment

m(1) = −2mz
a3

s3

µ− µo

µ + 2µo
. (2.44)

This means the following: A dipole oriented in the z-direction of moment mz induces a
dipole moment m(1) in the sphere of permeability µ when they are separated by s in the
z-direction.
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2.4 Two magnetic spheres in an external magnetic field

Under the assumption that the materials are linearly paramagnetic the following argument
applies if we think of two identical magnetic beads A and B of radii a separated by s with
the line connecting the centres being the z-axis in an external magnetic field. The external
field which we take to be homogeneous over the volume of either the two spheres and in
the z-direction induces magnetic dipole moments mA

z and mB
z also in the z-direction in

the magnetic spheres. These give rise to a field that adds to the external magnetic field
and, in particular, modifies the field around the neighbouring sphere. The presence of two
spheres changes the induced dipole moment from mA

z and mB
z due to external field to new

values mA
tot and mB

tot. These values incorporate induced dipole moments m
(1)
A and m

(1)
B

into
mA

tot = mA
z + m

(1)
A mB

tot = mB
z + m

(1)
B (2.45)

where the m
(1)
A and m

(1)
B can be calculated from Eq. (2.44) and mB

tot and mA
tot. We thus

have a set of simultaneous equations for mA
tot and mA

tot which can be solved to give us

mA
tot =

mA
ext − 2mB

ext
a3

s3
µ−µo

µ+2µo

1− 4
( µ−µo

µ+2µo

)2 a6

s6

(2.46)

mB
tot =

mB
ext − 2mA

ext
a3

s3
µ−µo

µ+2µo

1− 4
( µ−µo

µ+2µo

)2 a6

s6

. (2.47)

This can be compared with the magnetic dipole moment calculated from just having the
sphere in the homogeneous external field and the pure dipole field from the neighbouring
sphere assumed alone Eq. (2.44),

mB
ext − 2mA

ext

a3

s3

µ− µo

µ + 2µo
and mA

ext − 2mB
ext

a3

s3

µ− µo

µ + 2µo
. (2.48)

The denominators in Eqs. (2.46) and (2.47) give the influence on a magnetizable sphere
back on itself via coupling from the neighbouring one akin to summing contributions in a
geometric series. We see that the denominator is positive as the two spheres do not overlap
so s > 2a. This means that the effect of including contributions due to the proximity of
two spheres is an increase in the magnetic dipole moments.

An analogous line of reasoning can be made if the field induces magnetic dipole mo-
ments in the x or y-directions and it can be extended to include higher multipole moments
taking into account the couplings between them. This can be done by calculating the cou-
plings from magnetic multipoles higher than the dipole obtaining analogues to Eq. (2.43)
that gives the coupling from a dipole to arbitrary multipoles in a sphere. This can then
be used to define a set of equations for the magnetic multipole moments of two spheres
that can be solved to find the analogues of Eqs. (2.46) and (2.47) from which higher
approximations to the magnetization and field inside of either spheres can be found. In
turn, this can be used to find better approximations to the force between two spherical
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particles than Eq. (2.25). We will not pursue this path as the corrections to the interac-
tion force are presumably rather small. We will see in the next chapter that influence of
magnetic interactions is dwarfed by effects of fluid flow in actual magnetic bead capturing
geometries.

2.5 Discussion

We have carefully derived the expression for the force on a magnetic body in a general
magnetic field from principles of thermodynamics and thus resolved a dispute arisen in
the literature. This is a firm basis upon which one can build approximations in various
actual situations of interest.

Then we found the interaction force between two spherical particles under the assump-
tion that magnetic field was sufficiently homogeneous over the volume of the particles so
one could calculate the magnetizations from the values of the magnetic field at the particle
centres. This approximation is somewhat paradoxical in that the force stems from field
inhomogeneities but just amounts to an assumption that the particles are small compared
to the length scale over which the magnetic field varies.

A step was then taken beyond the assumption that the field is homogeneous over the
volume of the particle and specifically we calculated the magnetic scalar potential in and
around a spherical magnetizable particle in the case of the magnetic field from a magnetic
dipole. Assuming that the most important magnetic multipole moment for a spherical
particle is the dipole moment, we found the dipole moments for particles magnetized by a
homogeneous magnetic field but close together. This outlines an approach for a detailed
calculation of the magnetizations and magnetic fields in and around a pair of particles
building on the couplings between multipole moments.



Chapter 3

Motion of few beads

Having duly considered magnetism and the forces on magnetic beads of magnetic origin,
we, in the following, investigate the effect of the beads being immersed in a viscous,
fluid medium. We find that fluid motion due to the beads moving sets up a long-range
hydrodynamic interaction which affects bead motion. This interaction is then incorporated
into a simulation of capturing of magnetic beads where we see that it has an effect on the
ability to catch the beads.

3.1 Hydrodynamic interactions between beads

In actual magnetophoresis and magnetic bead capturing experiments in microfluidic chan-
nels there are other phenomena than magnetism contributing to the motion of the beads,
notably what we term hydrodynamic interactions, i.e. the phenomenon that the beads
are moving in as well as being moved by the surrounding fluid. However, in the literature
on magnetic beads the motion of beads is treated as if they are moving individually, in
isolation, cf. [55, 44, 8, 21]. If interactions between beads play a rôle, this approach is
suspect and might even be incorrect. It is therefore interesting to establish the nature
of hydrodynamic interactions, even if only in the context of bead capturing. It is not a
purpose of the present to judge the validity of the approaches taken elsewhere; rather it is
to bring hydrodynamic interactions to attention and to establish a framework from their
study.

First, let us try to clarify what we mean by hydrodynamic interaction. The beads are
subject to a magnetic force that moves them relative to the unperturbed fluid flow and
this relative motion sets up a viscous drag from the fluid and thus a momentum transfer.
This transfer of momentum gives rise to an additional flow, a change in fluid velocity,
that affects, in principle, the global fluid flow pattern. In particular, the values of the
fluid velocity around other beads are changed and the viscous drags on them are thus
also changed. This means that the motion of these other beads is also changed as they
accelerate to establish a new force balance between drag and the external magnetic force.
We will later show that this force balance is established very quickly.

If we choose to ignore the specifics of the fluid flow, it appears that there is a fluid

21
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mediated interaction between the beads that changes their motion relative to what one
would expect if one applies Newton’s laws to the magnetic forces calculated from the
formulas of Chapter 2 and from the drag due to the unperturbed flow. There are thus two
possible equivalent views: Either we calculate the full fluid flow taking into account the
effect of beads and the external force on them, or we take the point of departure in the
unperturbed fluid flow and then find a way to account for hydrodynamic interactions.

One possible, simple model is considering the effect of the beads on the unperturbed
fluid flow as that of a point force. This can be described by a kind of hydrodynamic
Green’s function called the stokeslet (or Oseen tensor) similar to, for example, the Green’s
functions known from electrostatics that describe the electric field from a point charge
[42, 49].

Furthermore, phenomena in a microfluidic channel occur in the vicinity of walls. This
gives rise to effective interactions with the walls since the no-slip boundary condition must
be fulfilled there. This can also be described by Green’s function techniques [42].

3.1.1 Motion in a viscous fluid

Viscous action is a mechanism of dissipation of kinetic energy; it dampens velocity differ-
ences and gives rise to drags on bodies which move relative to the surrounding fluid. The
drag force on a spherical bead of radius a in an unbounded fluid at rest of viscosity η is
given by Stokes’ law [27]

Fη = −6πηav (3.1)

as the sphere moves with velocity v relative to the fluid provided that this motion is
laminar and slow in the sense that the Reynolds number Re is smaller than unity; the
Reynolds number being defined by

Re =
%ul

η
(3.2)

for some smallest length scale l entering the problem. A natural length scale in this case is
the bead radius a. It should be noted that the validity of Stokes’ law is not straightforward
as pointed out by Oseen, cf. [26, 27].

An object, in our case, a spherical bead suddenly being subject to a changed external
force, Fext, will accelerate until the viscous force balances the external force on the object.
By Newton’s second law and Stokes’ law for the viscous drag, we find

m
∂v
∂t

= Fext + Fη = Fext − 6πηav. (3.3)

It is readily seen that the terminal velocity is Fext/6πηa and it is attained exponentially
with a time constant of

τ =
m

6πηa
=

2%a2

9η
. (3.4)

assuming a neutrally bouyant spherical bead. This happens very fast: Assuming a viscosity
of 10−3 kg/ms, that of water at room temperature, and a bead of radius 10−6 m, the time
constant is less than 0.25 µs. During that time the bead will move less than a full diameter
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even for a flow as fast as 1 m/s so we can safely ignore the acceleration phase. For a bead
with a radius of 5 µm the time constant is 5.6 µs. This constitutes one of the most
important approximations which we will use in the following.

The factor (6πηa)−1 is called the mobility b and is interpreted as the speed a spherical
bead attains when it is subject to a unit force.

3.1.2 Motion in fluid flow and external magnetic field

Let us now suppose that we have both a fluid flow and an external magnetic field acting on
a magnetic bead. We assume, as suggested above, that viscous drag balances the external
force at all times as acceleration relative to the surrounding fluid, This is possible because
changes in the external force happens on a much shorter timescale than that of changes
in the force experienced by the bead.

Stokes’ law is only derived for unbounded fluid at rest, but often it is taken to hold
for fluid flows in general. This is not strictly correct. If the fluid is translating with some
fixed velocity we see by means of a Galilean transformation that we recover Stokes’ law
but for more complicated flows an additional term is needed to make up for non-uniform
fluid velocity over the surface of the spherical particle or bead. This was first pointed out
by Faxén [19]. The correct form of the drag is

Fη = −6πηa(1 + 1
6
a2∇2)(v − u(r)) (3.5)

with the Laplacian acting on the fluid flow u only [19, 20, 42]. We follow tradition and
neglect this additional term though it could be included.

The balance of forces is then,

0 = Fmag + FV = 2πµo a3 χ

χ + 3
∇H2

ext − 6πηa (v − u) (3.6)

where v is the velocity of the bead and u is the fluid velocity— both taken in the lab
frame. This equation, in effect, specifies the velocity of the bead

v =
µoa

2

3η

χ

χ + 3
∇H2

ext + u. (3.7)

The velocity of the fluid is not constant over the cross section of a channel, rather it
assumes something like a parabolic profile with the maximum velocity in the centre and
vanishing velocity at the walls. In the case of a circular channel— a pipe— the profile is
known exactly and is parabolic as is the case for the flow parallel to two parallel planes
of infinite extent. The case of a channel with rectangular cross section is also solvable
analytically, not in closed form but rather in the form of a series expansion [27, 6]. For a
parabolic fluid flow velocity profile, the Faxén term contributes only a constant.

As mentioned earlier, motion of beads in the fluid due to external forces acting on
them perturbs the normal Poiseuille flow, parabolic or otherwise. In the following section
we shall model the perturbation using Green’s functions.
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3.1.3 Hydrodynamic Green’s functions

The flow of a viscous fluid like water in a microchannel only a fraction of a millimetre
wide and at a speed in the range of millimetres per second is invariably laminar. If the
microchannel is 1 mm wide and the fluid is water which flows with a maximum speed in
the channel of 1 mm/s then we ascribe it a Reynolds number of 1. The small Reynolds
number means that the mentioned laminar Poiseuille flow is a good description of the
actual flow but also that it is permissible to simplify to the Navier-Stokes equation for
incompressible flows

%
∂u
∂t

+ %(u ·∇)u = −∇p + η∇2u + Fvol, (3.8)

for a velocity field u(r) and pressure field p(r) in a fluid of density %, viscosity η, subject to
a force density acting on the fluid Fvol. Instead of the non-linear Navier-Stokes equation
we can neglect the left hand side for slow, steady-state flow and obtain the linear Stokes
equation

0 = −∇p + η∇2u + Fvol. (3.9)

Being linear, we stand a much better chance of solving it; even finding analytical solutions.
The tool we are after is a Green’s function that describes the flow due to a unit point force
acting in the fluid at some point ro. This is reminiscent of our physical situation — a
microscopic bead acting under the influence of a magnetic field causing a disturbance to
the flow.

The Green’s function, Gij(r, ro), will then be a solution to Eq. (3.9) for the fluid velocity
in the i-direction with the force term δ(r−ro) fj acting in the j-direction corresponding to
a point force f acting in the point ro. Conventionally, the solution to the Stokes equation
is taken to be

ui(r) =
1

8πη
Gij(r, ro) fj (3.10)

and not directly the Green’s function, G. Here and in the following we employ the con-
vention of summing over repeated indices.

It is straightforward to solve the Stokes equation, Eq. (3.9) by Fourier transformation:
One has to express the velocity u and the pressure p through their Fourier transforms
in the Stokes equation and the incompressibility condition, carry out the differentiations,
and thus obtain algebraic equations. The algebraic equations can then be solved for the
transformed pressures and velocities and then transformed back to real space. We pause
to show the method which is also used in Chapter 6.

First, write up the Fourier transform of the incompressibility condition

∇ · u(r) = 0 (3.11)

into

∇ ·
∫

u(k)eik·r dk
(2π)3

=
∫

(ik) · u(k)eik·r dk
(2π)3

= 0 (3.12)
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then we multiply by e−iko·r and integrate over all space to retrieve an algebraic equation
equivalent to the incompressibility condition

∫
dr

∫
(ik) · v(k)ei(k−ko)·r dk

(2π)3
=

∫
(ik) · u(k) δ(k− ko)

dk
(2π)3

= 0

yielding
iko · u(ko) = 0. (3.13)

The same procedure for the Stokes equation gives

∇
∫

p(k) eik·r dk
(2π)3

+ η∇2

∫
u(k) eik·r dk

(2π)3
+

∫
f eik·r dk

(2π)3

=
∫ (

(ik) p(k) + η (−k2)u(k) + f
)

eik·r dk
(2π)3

= 0 (3.14)

and upon multiplying by e−iko·r and integrating, we retrieve the algebraic equation

ikop(ko)− ηk2
o u(ko) + f = 0. (3.15)

In this Fourier transformed version of the Stokes equation, we can eliminate the velocity by
forming the scalar product with the vector ko and using the incompressibility condition,

ik2
op(ko) + ko · f = 0, (3.16)

which lets us find the Fourier transform of the pressure

p(k) =
i(k · f)

k2
(3.17)

where we from hereon drop the subscripts.
Returning to the Fourier transformed Stokes equation we can find the velocity

−k(k · f)
k2

− ηk2u(k) + f = 0 (3.18)

or

u(k) =
k2f − k(k · f)

ηk4
(3.19)

Alternatively, we can apply the operator 1 − kk/k2 to eliminate the pressure from the
transformed Stokes equation. Regardless, we are only interested in the velocity field in
real space so we Fourier transform back,

u(r) =
∫

u(k) eik·r dk
(2π)3

=
∫

k2f − k(k · f)
ηk4

eik·r dk
(2π)3

. (3.20)
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Splitting up the integral in two u = u1 − u2 and dealing with them one at the time, we
take the easy one first

u1 =
∫

f
k2

eik·r dk
(2π)3

=
∫

f
k2

eikr cos θ 2πk2 dk

(2π)3
d(cos θ)

= 2πf
∫ ∞

0

eikr − e−ikr

ikr

dk

(2π)3
=

f
4πr

(3.21)

The second integral,

u2 =
∫

k(k · f)
ηk4

eik·r dk
(2π)3

(3.22)

is evaluated by writing out the components in spherical coordinates with r pointing in
the polar axis direction (z), dropping terms that vanish under azimuthal integration and
performing the remaining integrals:

u2x =
∫ ∞

0

dk

(2π)3

∫ 1

−1
d(cos θ)

∫ 2π

0
dφfx sin2 θ cos2 φ eikr cos θ (3.23a)

u2y =
∫ ∞

0

dk

(2π)3

∫ 1

−1
d(cos θ)

∫ 2π

0
dφfy sin2 θ sin2 φ eikr cos θ (3.23b)

u2z =
∫ ∞

0

dk

(2π)3

∫ 1

−1
d(cos θ)

∫ 2π

0
dφfz cos2 θ eikr cos θ. (3.23c)

The terms that vanish under azimuthal integration are of the forms sinφ, cosφ and
sinφ cosφ. The remaining three integrals are one for each of the three (Cartesian) vector
components.

The φ and θ integrations are trivial whereas the k integral is more involved. The x and
the y-components of the velocity are fx/8πηr and fy/8πηr, respectively. The z-component
vanishes identically. As we for the integrations chose the z-direction to coincide with the
r-vector, we can write this out as

u2 =
1

8πη

(
f
r
− (f · r)r

r3

)
. (3.24)

Combining the results of the first integral Eq. (3.21) and the second Eq. (3.24) gives

u = u1 − u2 =
1

8πη

(
f
r

+
(f · r)r

r3

)
, (3.25)

so that the velocity field due to a point force f (acting at the origin), in component
notation, is

ui(r) =
fj

8πη

(
δij

r
+

rirj

r3

)
. (3.26)

The function in the brackets is called the stokeslet and is the Green’s function for the flow
due to a unit point force at the origin in an extended fluid [42]. The stokeslet is a tensor
S where the (i, j)-component, Sij , is the flow in the direction i due to a unit force in the
direction j.



3.2. SIMULATIONS 27

It is remarkable that this kind of interaction falls off only as the inverse bead separation
whereas the purely magnetic ones we considered in Sec. 2.2 falls off at least as separation
to the power −3. For a given geometry, the two forces cannot be varied independently
and, in some sense, they have the same origin both being proportional to the magnetic
field squared and depending on the gradient of the magnetic field. The hydrodynamic
and the magnetic interactions can thus be meaningfully compared and the longer range
hydrodynamic interaction will dominate.

In restricted geometries, in the presence of walls, the Green’s function needs to be
modified [42]. It is only known explicitly in some particular, simple geometries like near
an infinite plane wall. Having a wall means that a boundary condition has to be fulfilled;
the no-slip condition. The correct Green’s function in this situation must thus vanish by
the wall. This is achieved by adding an image force and image flow singularities behind
the wall in forming the Green’s function.

Pozrikidis [42] gives the expression for the Green’s function assuming the presence of
a wall at the plane x = w,

GW (r, ro) = S(r− ro)− S(r− rim
o ) + 2h2GD(r− rim

o )− 2hGSD(r− rim
o ). (3.27)

The terms require some explanation: We recognize the stokeslet S(r − ro) at the posi-
tion of the real point force but now there is also one at the mirror or image position
rim
o = (2w − xo, yo, zo). Furthermore, there are two new kinds of sources, GD and GSD.

They are, respectively, the Green’s functions for a source dipole and for a force dipole.
Conventionally, the Green’s functions are known as the source doublet and the stokeslet
doublet and are given by

GD
ij (r) = ± ∂

∂rj

( ri

r3

)
= ±

(
δij

r3
− 3

rirj

r5

)
(3.28)

GSD
ij (r) = ±∂Si1

∂rj
= r1GD

ij (r)±
δj1ri − δi1rj

r3
(3.29)

where the minus signs occur when force is in the 1 or x-direction, i.e. towards the wall;
plus sign otherwise. The distance from the point source to the wall is h = xo − w.

3.2 Simulations

To illustrate the effect of beads moving in the fluid as they are being caught, we turn to
computer simulations. In this way, we can bring together the solution of the magnetic
problem describing a magnetic bead separator with the fluid flow and hydrodynamic in-
teraction due to bead motion. The flow and magnetostatic problems can be solved by
the finite element method and we do this with aid of the Femlab software package [1]
that is conveniently integrated with MATLAB computer programming environment [2].
The magnetostatic problem is solved by formulating the problem in terms of the magnetic
vector potential with the magnetostatics application mode build into Femlab and the fluid
flow problem is solved built-in Navier-Stokes solver application mode.
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This will be the approach: First we solve the magnetostatic problem assuming that
the influence of the magnetic beads on the total field is negligible. From the solution to
the magnetostatic problem forces on beads can be worked out with the expressions found
in Chapter 2. Then we solve the Poiseuille problem for the fluid flow. The equations
of motion for beads moving under the influence of both the magnetic field and the fluid
motion can then be solved. We can then add the influence of the motion of beads on each
other, the hydrodynamic interaction, and influence of magnetic interactions.

The viscosity of the fluid is η = 10−3 kg/ms in the simulations and the bead radius
is 5 µm and the bead permeability is χ = 1. The external homogeneous magnetic field
that is applied to magnetize the strips of magnetic material has a field strength Hext =
40000 A/m.

The concrete geometry we consider, inspired by experiments by Torsten Lund-Olesen
(see Ref. [29]), is a two-dimensional slice of a fluid channel in the vicinity of the strips of
magnetic material with a permeability of 1000µo. The channel is 100 µm wide and on
either sides are 10 µm wide magnetic strips which are repeated periodically with a distance
of 40 µm. The strips are 300 µm long and serve to create a magnetic field gradient in the
channel that can catch the beads by focusing an applied magnetic field. Everything else is
assumed to have the permeability of vacuum for the purposes of calculating the magnetic
field.

The structure is assumed to be tall (perpendicular to the slice) so that the effects of the
top and bottom walls can be assumed absent, if it helps picturing one can take the height
to be infinite. However, the particles are assumed to be moving in three dimensions and
they are taken to be three-dimensional themselves. The fall-off of the forces are different
in two and three dimensions as are the Green’s functions.

Trajectories for are then calculated for a bead i by solving the ordinary differential
equation taking the bead velocity to be

vi = u(ri) + (6πηa)−1Fmag
i (3.30)

with u(r) being the fluid flow velocity at the point r and Fmag
i being the total magnetic

force there. The fluid flow velocity is found by solving the Stokes equation in the absence of
beads and then optionally adding the contributions to the flow from the Green’s function
for point forces at the positions of each of the other beads and the corresponding bead
forces. At all times, the Green’s function is chosen so that it takes into account the wall
closest to the source bead and the total magnetic force on it is calculated from the external
magnetic field with the aid of Eq. (2.21). Magnetic interaction can then be included or
left out to study its influence by optionally adding a contribution from Eq. (2.25) to the
total magnetic force Fmag.

The simulation of the motion of up to 30 beads is done in a Matlab script that calls a
Runge-Kutta-type routine for integrating the ordinary differential equations. The ability
to turn on and off the magnetic and hydrodynamic interactions at will allows us to illustrate
the relative influence of the two types of interactions.
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3.2.1 Two-bead simulations

The effects of hydrodynamic interactions on bead trajectories are easy to illustrate whereas
the magnetic ones are so small that they are only apparent when the case of including
magnetic interactions are shown together with leaving them out in the same trajectory
plot. Therefore we produce two figures; one including hydrodynamic interactions and one
excluding them. In either of these two figures, we show the trajectories resulting from
both including magnetic interactions and excluding them. This means that we have the
results from four simulation runs compared in two figures, Figs. 3.1 and 3.2.

Fig. 3.1 illustrates the influence of hydrodynamic interactions. The figure shows the
trajectories of two beads that move up against a fluid flow of 1 mm/s with and without
magnetic interaction and under the mutual influence mediated by the fluid. Compare this
with Fig. 3.2 where the only difference is that there is no hydrodynamic interaction. In
the absence of interaction, the one bead is not caught and is flushed along with the fluid.
This is because the hydrodynamic interaction is strong and long-range.

Looking closely at Fig. 3.1, we see that the beads are not caught at the same time
but that the bead closer to the magnetic strip A is caught first and that trajectory of the
other bead B has a cusp (indicated by a vertical black arrow) once the influence of the
other, fast moving bead ceases as it has been caught. After the cusp, bead B moves much
more slowly until getting close to the magnetic strip and being caught.

In contrast, the magnetic interaction gives almost indistinguishable pairs of trajectories
as seen from both Fig. 3.1 and from Fig. 3.2. This supports our earlier observation based
on the power to which the bead separation is raised in the expressions for the interactions:
hydrodynamic interactions dominate the magnetic ones.

3.2.2 Few-bead simulations

What Figs. 3.1 and 3.2 tell us is that it can make a qualitative difference whether hydro-
dynamic interactions are included or not, however, this was on the basis of one illustrative
but particular set of initial conditions for just two magnetic beads. In order to make a
more persuasive argument, we will instead look at a number of randomly chosen initial
positions of an increasing number of beads. If hydrodynamic interactions help bead cap-
turing, then we will expect this effect to become more pronounced the more beads there
are. We can quantify the influence of interactions by looking at the time it takes for all
the beads to get caught in the presence of hydrodynamic interactions τincl and comparing
it to the time it takes when we leave out the hydrodynamic interactions from the simula-
tions τexcl. The ratio of these τincl/τexcl is then taken as a measure of the importance of
interactions in capturing. The simulations are performed with from one to thirty beads at
a time and repeated for each number of beads twelve times with different initial positions.
The results are shown in Fig. 3.3.

The results in Fig. 3.3 make a good case for the importance of hydrodynamic interac-
tions. The relative speed-up increases with the number of beads as expected though no
clear relation between bead number and speed-up can be readily identified. In the figure, a
best fit linear relation has been added to help guide the eye. In a few of the non-interacting
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Figure 3.1: Motion of two beads, A and B (lines with open circles), under the influence of
a magnetic field gradient (colour scale) and against a rightward-moving fluid flow (black
horizontal arrows) in the presence of hydrodynamic interactions. The trajectories of the
two beads are shown both in the cases of including and excluding magnetic interactions
between the beads: the red and black tracks include magnetic interactions; the magenta
and blue tracks exclude magnetic interactions. The parts of the strips of magnetic material
nearest to the channel are indicated by black rectangles and the channel walls and non-
magnetic surroundings by white. The beads are both caught as they drag fluid along, in
turn dragging each other, so both beads are caught. The influence of magnetic interactions
is so small that the trajectories are almost indistinguishable in the two cases. The figure
covers an area 35 µm wide and 110 µm high. The maximum flow velocity is 1 mm/s.
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Figure 3.2: Same simulation as Fig. 3.1 but without including hydrodynamic interactions.
Bead B is not caught as the local magnetic field gradient is small near the centre and
because the fluid counter flow is too strong. In Fig. 3.1, the beads were caught because
of the hydrodynamic interactions so when the interactions are turned off they do not help
each other moving collectively and this leads to the qualitatively different result that Bead
B escapes. There is little difference whether magnetic interactions are included (red and
black tracks) or excluded (magenta and blue tracks).
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Figure 3.3: The speed-up τincl/τexcl resulting from including hydrodynamic interactions
relative to leaving them out as function of the number of beads present in the simulation.
For each number of beads, twelve simulations with randomly chosen initial bead positions
are shown. The more beads present the larger speed-up. The line shown is a linear fit to
guide the eye.
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cases, not all of the beads were caught effectively making the relative speed-up infinite.
These have been left out.

3.3 Discussion

We have found that beads moving in viscous fluid under an external force, such as one from
an external magnetic field, transfer momentum to the fluid making them move differently.
This can be interpreted as a hydrodynamic interaction between the beads.

Hydrodynamic interactions can be modeled simply by means of Green’s functions for
the Stokes’ equations. The form of the stokeslet and the dependence on separation shows
that it dominates over the magnetic interaction at large bead separations.

This is a long range interaction falling off as separation to the power −1 and can
significantly affect the capturing of beads and in some cases even lead to qualitatively
different results. The influence increases with larger numbers of beads simultaneously
present leading to an effective speed-up that grows with bead number.

This means that taking into account hydrodynamic interactions is essential if we are
to understand quantitatively the behaviour of devices relying on manipulation and in
particular capturing of magnetic beads. Influence of hydrodynamic interactions also casts
some doubt on quantitative measurements of the magnetic susceptibility of, for example,
cells that rely on capturing or trajectories of moving cells unless the experiments are
controlled for the concentration.

The approach taken above relies on the description of the fluid perturbation by means
of Green’s functions, however, this can be problematic as the beads can move quite rapidly
during their capture. This means that the Stokesian approximation of vanishing Reynolds
numbers might fail. The walls are also only approximately taken into account so it could
be enlightening to have a complementary way to account for hydrodynamic interactions.
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Chapter 4

Motion of many beads

In the preceeding chapter we found that the presence of more than one magnetic bead mov-
ing under forces due to an external field qualitatively changes bead capturing behaviour
in certain situations. The interactions were taken into account on an almost bead-by-bead
basis and so was the presence of walls. We found that magnetic interactions will generally
be negligible so they will not be included. In this chapter, we try to take a step closer
to the conditions in actual experiment with an approach complementary to the few bead
view. We describe the beads not individually but on a larger scale where they appear as
a continuum and can be described by a distribution. The aim is to investigate whether
hydrodynamic interactions influence capturing by studying concentration dependency and
artificially disregarding interactions.

4.1 Introduction

In the few bead approach we take into account the effect of the motion of the beads on
the surrounding fluid by means of Green’s functions that modify the flow. In the present
continuum approach, we will incorporate the effect with a separate term in the Navier-
Stokes equation and add a separate bead distribution or concentration field. In this way,
we can make sure that the boundary conditions are properly fulfilled at all times and that
we can, in principle, account for a non-zero Reynolds number but this happens at the
expense of leaving the full solution of a coupled flow and advection problem to the finite
element method solver.

Using the continuum model, we can study aspects of the capturing process for a variety
of flow conditions and magnetic field strengths. Both the time evolution of capturing
and the resulting stationary states can be studied though in the following we will look
exclusively at the latter.

4.2 The physical problem

The separation of magnetic beads from the dispersion involves an interplay between forces
of several kinds deciding the dynamics of the process: (a) Magnetic forces stemming from

35
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the application of a strong magnetic field and strong magnetic field gradients. (b) Drag
forces due to the motion of the beads with respect to the immediately surrounding fluid.
(c) Gravity, as typically the beads are denser than the fluid so they settle under the action
of gravity by themselves; a point we will ignore in the following.

Of particular interest is the effect of drag forces as these do two things. First, they
transfer momentum from beads moving under the influence of external forces to the fluid.
Second, they create an effective interaction between the beads. The external forces on
a bead make it move relative to the surrounding fluid. This gives rise to a drag and a
transfer of momentum to the fluid as mentioned and thus fluid motion. The extra fluid
motion will change the fluid velocity around other beads and thus the drag on them. This
gives rise to an effective interaction.

A significant simplification is afforded by the fact that for the magnetic beads typically
employed inertial effects are completely unimportant: Except for acceleration phases much
shorter than microseconds the external forces are exactly balanced by drag forces and the
beads move with constant velocity, cf. Eq. (3.4).

We consider a flat microchannel as a full three-dimensional model is computationally
expensive. This two-dimensional model we imagine as a slice of a channel that is trans-
lationally invariant in the one direction with a source of a magnetic field that serves to
capture magnetic beads that are being carried past by a fluid flow.

4.3 Continuum model

We consider the distribution of a large number of identical spherical beads of radius a taken
to be 1µm dispersed in a fluid of viscosity η equal to that of water η = 10−3 kg m−1s−1.
The concentration we denote by c and define as the number of beads per unit volume. The
model consists of three parts coupled together: a flow problem, a bead advection problem
and a magnetic force problem.

The geometry we consider, sketched in Fig. 4.1, consists of two plane, parallel, infinite
walls at z = 0 and z = h between which the fluid flows from left to right, i.e. in the
positive x-direction. In the simulations, we set the height h = 50 µm and simulate a
section 350 µm long. The system is assumed translationally invariant in the y-direction,
effectively reducing the problem to a two-dimensional one. Perpendicularly to the xz-
plane, in the y-direction, near (x, z) = (250 µm, 55 µm) is a pair of straight parallel wires
with equal and oppositely directed currents which generate the magnetic field that attracts
and collects some fraction of the beads advected with the fluid.

4.3.1 Fluid flow

The beads are dispersed in the fluid which is launched with a parabolic velocity profile
past a magnetic field gradient that serves to retain them. The magnetic field acts with
a force on the magnetic beads and this transfers momentum to the fluid, hence changes
the flow. As we are going to use numerical methods anyway we can describe fluid flow
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Figure 4.1: Sketch of the microfluidic system with L = 350 µm and h = 50 µm. A
dispersion of paramagnetic beads enters at x = 0 with a parabolic Poiseuille flow profile,
uo, and leaves at x = L. Beads are caught by the pair of wires placed 100 µm from the
outlet at the top and carrying currents ±I.

velocity u by the full Navier-Stokes equation,

%
∂u
∂t

+ %(u ·∇)u = −∇p + η∇2u + cFext(r) (4.1)

where the momentum transfer from beads to fluid is included by setting the bulk force
term FVol = cFext(r) in Eq. (3.8). This bulk force term is proportional to the number
density of beads and the magnetic (external) force on an individual bead at position r.
This term is crucial in the model in that it connects flow with bead distribution and
magnetic field.

The flow is at all times assumed incompressible as we have done elsewhere so ∇ ·u = 0
as well. These equations are implemented in an application mode in Femlab which.

4.3.2 Bead motion

Beads move both due to advection and due to the applied magnetic field so it is necessary
to describe the motion of beads as well, that is, an equation of motion for the bead number
density. As the beads neither appear, nor disappear in the bulk the density must obey a
continuity equation

∂c

∂t
+ ∇ · j = 0. (4.2)

for some bead current j to be defined.
As model for the bead current we have used the Nernst-Planck-type expression [43]

j = −D∇c + cu + cbFext, (4.3)

which contains contributions from diffusion, advection and magnetic attraction of beads.
The contribution from diffusion is proportionl to the diffusion constant D and the bead
migration due to the external magnetic force is proportional to the bead Stokes’ law
mobility b = (6πηa)−1.

For a spherical particle of radius a the diffusion constant is given by the Einstein
expression

D =
kBT

6πηa
(4.4)
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which equals 2.2 × 10−13 m2/s for a bead of radius 1 µm at room temperature. This
is small compared to other dimension entering the problem in the following sense. The
time-scale for a bead to diffuse across the height h of the channel is τdiff ∼ h2/D which we
can compare with the timescale for advection over a similar distance τadv ∼ h/uo. From
these time-scales we form a dimensionless quantity, the Péclet number, hu/D as the ratio
τdiff/τadv. A Péclet number larger than unity indicates that advection dominates over
diffusion. Alternatively, we could form a similar number from the bead mobility and the
external force. In the simulations below we, however, artifically increase the magnitude of
the diffusion constant in order to stabilize the computations so that we can use a coarser
mesh and thus save computation time. Later, we will investigate this assumption and find
that it is permissible.

4.3.3 Magnetic force

The magnetic beads are taken to be superparamagnetic with constant magnetic suscepti-
bility χ of unity. In an external field Hext(r) the force on such a bead is given by Eq. (2.21)
assuming that the bead is sufficiently small so that we can take the external field Hext to
be approximately constant over a bead radius, i.e. a|∇Hext| ¿ |Hext| when determining
the magnetization M.

As source for the magnetic field we imagine a pair of long thin wires held together
closely with equal and opposite currents. The wires, and thus currents, go perpendicularly
through the plane of the simulation domain creating a magnetic field that is translationally
invariant. This field was chosen in order to have a definite model in mind that respects
the translational symmetry of the problem at the same time as having a not-too-slow
decay of the magnetic field. If we were to perform a full three-dimensional calculation we
could choose a compact current distribution, a flat circular current loop, that would yield
a dipole field at large distances r, i.e. an 1/r3-dependence and a 1/r7-force law but at
close range a linear force law. The field resulting from the configuration of two parallel
wires can be found in the following manner:

From Ampère’s law, we readily find the magnetic field, H, around a straight circular
wire by integration along a circular path. In this way we find,

H(r) =
J× r
2πr2

(4.5)

where the electrical current vector, J, is along the wire, orthogonal to the position vector
r which we can take to be in the plane of the simulation domain.

The magnetic field H↑↓ resulting from two anti-parallel wires close together is found
by imagining them separated by d in the xz-plane, and then decreasing the separation,
d, as the total current, I = |J| is increased keeping the product of separation distance
and current constant. Formally, this is the same as performing a differentiation along the
d-direction leaving

H↑↓ =
1

2πr2

(
J× d− 2(J× r)(d · r)

r2

)
. (4.6)
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From this, we find with Eq. (2.19), the total magnetic force on a spherical bead in the
vicinity of the wire pair

Fext = − 2
π

χ

χ + 3
µoa

3(I d)2
r
r6

; (4.7)

a manifestly attractive central force, independent of the direction of d. The fact that the
angular dependence drops out is in some sense fortuitous and restricted to the 1/r2 field
dependence.

4.3.4 Boundary conditions

Finally, boundary conditions for the flow and bead motion need to be specified. For the
flow this is simple as we take the velocity at the inlet, x = 0 to be a parabola across the
inlet with a maximum flow speed of 4uo and an average flow speed of uo

u(0, y, z) = 4uo x̂ z(h− z) for 0 ≤ z ≤ h (4.8)

directed into the channel in the x-direction, i.e. in the direction of the unit vector x̂. At
the outlet, we demand that the fluid velocity in directed straight out, parallel to x̂, but is
otherwise free to take on any value. At the walls, we assume no-slip.

The evolution of the bead concentration is governed by Eq. (4.2). In addition to the
bulk equations, we need appropriate boundary conditions but these are somewhat involved.
First, we consider the situation at the walls. We are interested in allowing the beads to
move out to the walls and settle there so merely demanding that the normal components
of the bead current vector j vanishes is not correct, rather, we need to let the bead current
be free to take on any value as long as the current component normal to the channel wall
is directed into the wall. However, as we do not wish beads to enter the bulk from a wall,
they stick in a sense, we demand that the normal current projection vanishes if the force
projection is directed out of a wall. Symbolically, the boundary condition at a wall with
n as the outward normal seen from the channel can be written

c · j = n · (−D∇c + cu + cbFext) (4.9)
= bc (n · Fext)Θ(n · Fext) (4.10)

with the function Θ(x) being the Heaviside function that is 0 for x < 0 and 1 for x > 0.
The second equality holds because the fluid velocity vanishes at the wall and that we do
not permit beads to diffuse in and out of the walls.

The two openings of the channel section, the inlet and the outlet, need special consid-
eration when it comes to the boundary conditions. The boundary conditions specifying
normal bead currents are Neumann ones but at the inlet we instead only assume that
the fluid comes in with the constant initial number density c0. At the outlet, we let the
bead current take on any value, however, the situation is slightly different from that at
the walls. There we assume that there is no fluid flowing into the wall (essentially the
meaning of having a wall, regardless of assumptions of no-slip or not) whereas the outlet
manifestly permits outflow. We can formulate the boundary conditions to be the same
but the meaning is slightly different as the current has a contribution from advection at
the outlet but not at the walls.
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4.3.5 Simulations

The model is implemented as a Matlab script using Femlab as finite element solver. The
fluid flow and the Navier-Stokes equation are implemented through a Femlab application
mode as is the bead motion. Matlab code implements the magnetic problem and joins
together the individual parts of the model.

The primary control parameters are the current through the pair of wires times the
wire separation I d, the fluid in-flow velocity uo, and the initial bead number density
co. The wire current-distance product ultimately decides the magnetic force on the beads
which is needed to balance the fluid flow that carries the beads past the capturing area. As
we are investigating the effects from hydrodynamically mediated bead interaction, what
we are really after are properties that depend on the bead number density, in particular
those that do so nonlinearly.

The simulation domain is meshed into approximately 3500 triangles with extra refine-
ment in the vicinity of the wires. The size of the mesh is a trade-off between computational
time and, resolution and stability. When diffusion dominates over advection on the scale
of a mesh element then simulations are stable. This means that a finer mesh leads to
stability. In the region near the wires the force on beads becomes large which can lead to
numerical instabilities which we partly alleviate by refining locally. At the highest initial
concentrations and largest values of I d, it can be difficult to get the simulations to work
at all. This can be seen in some of the results shown in the following where numerical
artefacts appear.

We choose initial concentrations co in the range 1013 m−3 to 1016 m−3 which are
comparable to those of commercially available concentrated magnetic bead dispersions and
the diluted samples used in experiments [46]. This corresponds to concentrations of 107−
1010 beads per millilitre. We can take c

−1/3
o as a characteristic interbead distance which

corresponds to approximately 4.6 µm for the highest concentrations which is comparable
to the 1 µm radius. At the lowest concentrations, we can estimate the number of particles
in a volume of the typical length scale entering into the problem h to be coh

3 = 1.25.
The range of concentrations should thus cover a reasonable range of values from the beads
being quite close together to only a few beads in the channel at a time. The average speed
at the inlet uo we take to be in the range of a few hundred µm/s, typically 300 µm/s,
which is realistic albeit somewhat slow but the small value promotes numerical stability
in the simulations.

4.4 Results

4.4.1 Qualitative picture

The simplest results we obtain are the steady state distributions of beads in the microchan-
nel. The currents in the wires create the magnetic field that scoops out beads as illustrated
for three values of wire current distance product I d and a comparatively low concentration
in Fig. 4.2(b)–(d). A sketch of the geometry, Fig. 4.2(a), has been duplicated in the figure
for reference. For small currents only a thin region is emptied but increasing the current
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makes the region expand until it covers the whole width of the channel. The force on the
beads makes them migrate away from the opposing wall, creating an empty region there
as well.

(a)

(b)

(c)

(d)
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Figure 4.2: (a) Sketch of the microfluidic system with L = 350 µm and h = 50 µm. A
dispersion of paramagnetic beads enters at x = 0 with a parabolic Poiseuille flow profile,
uo, and leaves at x = L. Beads are caught by the pair of wires placed 100 µm from the
outlet at the top and carrying currents ±I. (b)–(d) Simulated stationary density of the
beads ranging from zero (white) to co (black) for increasing values of the current-distance
product Id as indicated. At x = 0 the concentration is co = 1013 m−3 and the maximum
flow speed is 300 µm/s.

The magnetic field dragging magnetic beads affects the flow of fluid and sets up a small
vortex superimposed on the parabolic velocity profile where the fluid moves upstream (to
the left) by the wall opposite the wires and faster downstream (to the right) by the wall
close to the wires. If we subtract the parabolic flow from the velocity pattern calculated in
simulation we can see how this vortex works. The vortex flushes beads close past the wires
thus helping the capture. We interpret this as a consequence of hydrodynamic interactions
where the motion of the beads influences fluid flow and in turn bead motion.

At the upper wall, we find that the beads settle right by the wires near x = 250 µm.
This can be seen in Fig. 4.4 where the normal projection of the bead current vector has
been plotted as function of position along the upper wall, by the wires.

Another sign of influence of hydrodynamic interactions is dependence on initial con-
centration. If there are many beads, i.e. a high concentrations, they will move collectively
and the results from simulations will be different from the case of few beads and low
concentrations. In Fig. 4.5 we duplicate the conditions from Fig. 4.2 but at a high ini-
tial concentration co. Qualitatively, the picture looks the same; concentrated fluid enters
from the left and some of the beads have been caught leaving diluted fluid to exit at the
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Figure 4.3: The flow roll set up in capturing of magnetic beads. The arrows show the dif-
ference between the fluid velocity and unperturbed Poiseuille flow setting up the indicated
vortex. The grey scale indicates the concentration of beads. The initial concentration is
1013 m−3 and the maximum flow speed is 100 µm/s.
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Figure 4.4: The normal projection of the bead current j · n along the wall close to the
wires. This shows the settling rate per unit area as function of position. The beads settle
at the edge with a rate that is strongly peaked about the position of the wires x = 250 µm.

right. However, the details of the pictures are different. The emptied regions are slightly
larger and the bead concentration patterns are slightly different with a tendency of the
bead stream to wiggle at intermediate currents and a different bead concentration profile
due to a strong vortex at high currents. Seemingly, hydrodynamic interactions have some
influence that should be quantified.

4.4.2 Quantitative measures

To quantify the effectiveness of capturing, we need to keep track of which beads are
captured and of which are flushed through the channel. We keep tally by integrating
the outward normal component of the bead currents along each segment i of the domain
boundary,

γi =
∫

i
j · n d`. (4.11)

The rate of beads being captured is defined as the sum of the rates for each of the walls,
γcap = γlower + γupper. In any stationary state the bead flux in and out of the domain



4.4. RESULTS 43

(a)

(b)

(c)

co = 1016 m−3

Id = 2 µAm

co = 1016 m−3

Id = 12 µAm

co = 1016 m−3

Id = 40 µAm

Figure 4.5: (a)–(c) Simulated stationary density of the beads ranging from zero (white) to
co (black) for increasing values of the current-distance product Id as indicated. The inlet
concentration is co = 1016 m−3 and the maximum flow speed is 300 µm/s. Notice that
though qualitatively similar to Fig. 4.2 the distribution patterns are different and some-
what more complicated; notice the wiggling in (b). This is attributed to the interactions
present at higher concentrations.

counted with sign must equal zero,

γcap + γinlet + γoutlet = 0, (4.12)

as there cannot be any accumulation of beads. This provides a useful check.
There is a competition between beads being carried along by the flow and being caught

by the magnetic field. A simple measure of the capturing is the ratio of bead capture rate
to bead in-flow rate,

β =
“capture rate”
“in-flow rate”

=
γcap

γinlet
(4.13)

If capturing dominates then this fraction tends to 1, if flushing dominates it tends to 0.
Fig. 4.6 shows this in that slow flow and strong current leads to a high capturing fraction
whereas fast flow and weak current leads to a small fraction of beads caught. The actual
rate of beads caught as function of wire current and flow velocity is shown in the inset in
Fig. 4.6. Clearly, in the limit of strong current and high magnetic field almost all beads
are caught so that the rate of beads caught tends to the rate of beads carried in.

If there is a competition between magnetic capturing and flushing, then we would
expect that the data could be described essentially by the ratio of the magnetic forces to
the fluid flow speed which is proportional to the square of the current-distance product
divided by the fluid flow speed. In Fig. 4.7, we plot the data from Fig. 4.6 as function of this
combined parameter and we see that the data mostly collapse to one curve. This collapse
is not perfect and is not expected to be as the underlying flow and bead distribution
patterns are different for the various flow and magnetic field configurations as we saw
from Figures 4.2 and 4.5. The pattern is repeated at the higher initial concentration in
Fig. 4.8, however, the results are marred by numerical artefacts that makes them much
less convincing.
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Figure 4.6: The fraction β of beads caught as function of the current-distance product Id
for twenty different flow speeds (50 – 1000 µm/s; indicated by the arrows). Larger current
leads to higher β; faster flow to smaller β. In this simulation the initial concentration
is low, co = 1013 m−3. Inset: Rate γcap of bead capture as function of Id, for the flows
above. The faster flow or the larger current, the higher γcap.

4.4.3 Concentration dependence

Simulation permits the separation of otherwise intertwined effects. Here we can study
the effect of the external force on the beads acting back on the fluid flow. This is an
effective interaction between beads as described in section 4.2. At low bead densities and
in the absence of the bulk force term in the Navier-Stokes equation we expect that the
beads move as if they were alone. At higher bead number densities the force acting on the
beads contributes a significant force on the fluid affecting fluid flow and giving rise to the
mentioned effective hydrodynamic interaction. The strength of this interaction must thus
depend on the density of particles. In Fig. 4.9 this is illustrated; capturing was simulated at
fixed in-flow speed uo = 300 µm/s and a fixed value of the current-wire distance product
I d = 8 µAm but for a range of bead number densities. At low densities we find that
capturing is roughly independent of density and the fraction of beads captured, β, has
some intermediate value whereas for high densities all beads are caught. This we interpret
as evidence of hydrodynamic interactions that assist in capturing. In comparison, leaving
out the bulk force term cFext in the Navier-Stokes equation, i.e. the force acting on the
fluid, gives concentration independence as illustrated. We clearly see that the coupling
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Figure 4.7: The fraction β of beads caught versus (Id)2/uo, the ratio of the current-
distance product squared and the fluid flow velocity. This demonstrates scaling in the
competition between capturing and flushing: the twenty curves from Fig. 4.6 approxi-
mately collapse to one single.

from the external force acting on the beads to the fluid changes the behaviour and helps
capturing.

At very strong applied fields, corresponding to large values of I d, we expect all beads
to be captured regardless of interactions and independently of concentration. Similarly,
for weak fields and small values of the current-distance product I d almost no beads will be
caught regardless of the presence or absence of beads. However, at intermediate currents
and fields we expect a significant effect and benefit from hydrodynamic interactions.

Defining βincl as the fraction of beads caught when the force term cFext is included in
the Navier-Stokes equation, Eq. (4.1), and βexcl when this term is left out, we calculate
the difference in the two fractions,

∆β = βincl − βexcl. (4.14)

If our prediction is correct, we expect ∆β to be independent of current for small concentra-
tions but to peak at some positive value for intermediate currents at high concentrations.
Fig. 4.10 shows that this is also the case. At high concentrations, interactions mean an
increase in the fraction of beads captured of more than fifty per cent of the beads flowing
into the channel. This is important as one can ease requirements on magnetic fields in
devices by going to higher concentrations of beads where interactions matter more.
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Figure 4.8: The fraction β of beads caught versus (Id)2/uo, the ratio of the current-
distance product squared and the fluid flow velocity as in Fig. 4.7 but for an initial con-
centration of co = 1016 m−3 instead of co = 1013 m−3. This indicates the competition
between capturing and flushing where twenty curves of β as function of I d approximately
collapse to one, however, problems of numerical instability related to a too coarse mesh
and large mesh Péclet numbers partially precludes confirmation of the collapse. Notice
that the common curve appears shifted to the left by a factor of five compared to Fig. 4.7.

4.4.4 Influence of diffusion constant

As mentioned above, it has been necessary to increase the diffusion constant to stabilize
simulations and aid convergence. It has been done on a simulation by simulation basis in
order to keep it as close to the correct value given by Eq. (4.4) as possible. Mostly, the
value has been kept at D = 2×10−12 m2/s but occasionally for high initial concentrations
and high I d it has been as high as D = 5× 10−11 m2/s.

This artificial use of the diffusion constant makes it necessary to investigate more
closely the influence of the magnitude of the diffusion constant on the results obtained.
This is illustrated in Fig. 4.11 where our main variable of interest, the fraction of beads
caught β, is shown as function of the diffusion constant D for four values of the initial
number density (1013 m−3, 1014 m−3, 1015 m−3, and 1016 m−3). We see that β is relatively
independent of the diffusion constant for values up to about 10−10 m2/s where diffusion
starts to influence results significantly. Inspecting bead distribution similar to Fig. 4.2 and
Fig. 4.5 for different values of the diffusion constant also shows a transition to diffusion
dominated behaviour at values around 10−10 m2/s.

Alternatively, we can compare with the Péclet number that reaches unity at a diffusion
constant of 1.5×10−8 m2/s which roughly corresponds to the point in Fig. 4.11 where the
curves for the four different concentrations coalesce. The maximum value of the diffusion
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Figure 4.9: Fraction β of beads caught as function of initial bead number density with and
without the bulk force term cFext in Eq. (3.8). The fixed values for the current-distance
product Id and the maximum in-flow speed uo are shown. At low densities less than 50%
are caught; at high densities the collective motion of the beads leads to 100% capture.

constant D = 10−10 m2/s corresponds to a Péclet number of huo/D = 150 which is in the
advection dominated regime.

4.4.5 Other force laws

The model of the force law that we have employed so far is special in that it is very short
range and one might imagine that this helps in setting up the vortex that flushes beads
into the attracting region because the force predominantly acts in the one side leaving the
necessary counterflow at the other side of the channel undisturbed. If we then imagine a
force law that depends on distance to the power −3 instead of −5,

Fext = −K
r
r4

, (4.15)

the counterflow will be affected somewhat more. At the same time, capturing of beads
would become somewhat more effective overall as a larger part of the channel and thus
more of the beads will be affected by the attractive force. The expected net result is a
reduced influence of hydrodynamic interactions on capturing and a smaller concentration
dependence on the presence or absence of the bulk force term.

This effect is illustrated on Fig. 4.12 which duplicates Fig. 4.10 but with this changed
force law. The vertical axis is comparable between the two figures and we see that the
effect of interactions is less dramatic but still visible. Note, however, that the first axes
are not comparable.



48 CHAPTER 4. MOTION OF MANY BEADS

 
 

 
 

 

 
  

 

 
 

0

0.1

0.2

0.3

0.4

0.5

0.6 ∆β = βincl − βexcl
0.6

0.4

0.2

0.0

1016

1014

0

20

40
co [m−3] Id [µAm]

uo = 300 µm/s

Figure 4.10: The difference ∆β = βincl − βexcl in captured bead fractions between two
situations: including and excluding the bulk force term cFext in the Navier–Stokes equa-
tion (4.1). At high concentrations (co > 1015 m−3) there is an appreciable difference
between including and excluding the bulk force term, corresponding to hydrodynamic
bead-bead interactions.

4.5 Bead current for finite size beads

The Nernst-Planck expression for the bead current Eq. (4.3) is linear in concentration,
however, one might expect proximity of beads, and thus concentration, to influence the
bead current. The beads are of finite size and this leads to a correction we derive below.

A bead subject to an external force such as the magnetic force, Fext, will move relative
to the surrounding fluid until an equal and opposite drag force has been set up as described
above. This drag force on a spherical bead of radius a alone in unbounded fluid in the
Stokes limit was found by Faxén [19, 42] and equals

Fdrag = 6πηa(1 + 1
6
a2∇2)(u− v), (4.16)

where v is the translational velocity of the bead. We take this as the starting point for
the derivation of an alternative expression for the bead current that takes into account the
size of the beads. Under the action of the external force, the translational velocity will be
set up such that

v = (1 + 1
6
a2∇2)u +

1
6πηa

Fext. (4.17)

The translational velocity of a single bead gives a bead current upon multiplication
with the number concentration giving c(1 + 1

6
a2∇2)u+ cbFext where b is the (Stokes’ law)

bead mobility (6πηa)−1. We include diffusion which needs to be taken into account for
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Figure 4.11: Fraction of particles caught as function of diffusion constant. At low values
of the diffusion constant, D, the results are essentially independent of it. If we keep
increasing it we get to a regime where the beads diffuse so readily that they are caught
as they invariably diffuse into area where the magnetic field is strong enough to catch
them. The four curves represent the initial concentrations co = 1013 m−3, 1014 m−3,
1015 m−3 and 1016 m−3. The two curves corresponding to the lowest initial concentrations
are indistinguishable then β increases with higher concentrations. The current distance
product is I d = 8 µAm and the in-flow speed is 300 µm/s.

the smallest beads and as mentioned above helps stabilize simulations. This gives the
alternative bead current, jF we required above,

jF = −D∇c + c(1 + 1
6
a2∇2)u + cbFext (4.18)

with the diffusion current −D∇c and subscript F for Faxén.
If the flow velocity profile is purely parabolic across the channel and constant along

it then the Faxén term contributes a constant, trivial amount. The Faxén term a2∇2u
is effectively an interaction term that makes a coupling between beads through the per-
turbations made by the moving beads to the quiescent flow that exists in their absence.
The wake from a bead changes the flow pattern globally as there is a momentum transfer
as discussed above but also very locally on the scale of a bead radius where the bead
drags along fluid and creates a fluid velocity gradient. We can distinguish two situations
in which the Faxén term can be estimated.
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Figure 4.12: A distance to the power −3 force law. The difference ∆β = βincl − βexcl in
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term cFext in the Navier–Stokes equation (3.8). At high concentrations (co > 1015 m−3)
there is a smaller difference between including and excluding the bulk force term, corre-
sponding to lessened importance of hydrodynamic bead-bead interactions relative to the
directed influence of the magnetic force on individual beads.

When the neighbour distance is comparable to the bead radius then the Faxén term
will be important due to the perturbations of the flow on small scales. This happens
when a2c2/3 is comparable to unity which corresponds to number densities at or in excess
of 1017 m−3 which is about the highest in the present study. At lower densities, say
1013 m−3, this effect is negligible.

Our continuum model effectively coarse-grains and averages out the small scales com-
parable to individual beads so the Faxén term only takes into account large scale velocity
variations like the one related to the superimposed vortex. In this view, the velocity
variations are on the scale of the microchannel height h and should be compared with
the bead radius a so the relevant ‘small parameter’ would be (a/h)2 which is 1/2500 in
our geometry. For beads small in comparison with the channel height, this will also be
negligible.

It has proven difficult to incorporate this into the simulations, possibly as we need to
solve a third order partial differential equation numerically. This is because we need the
divergence of the bead current term which now involves a laplacian. Instead we choose to
neglect the Faxén term all together, however, noting that this might not be permissible
at the very highest concentrations and for large beads.
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4.6 Simplified view

We can understand the capturing in the two-dimensional channel in the limit of low
concentrations and in the absence of interactions in a rather simpler manner by considering
the motion of a single bead on its own. We assume again that the motion is completely
dominated by friction such that we have a set of equations for the velocity rather than the
acceleration. In the absence of external forces, the bead follows a flow which is undisturbed
because we only consider a single bead.

For reasons of convenience, we choose a slightly different set of coordinates than earlier
with x and y as coordinates in the plane of the channel and a slightly different placement
of the channel. For a channel of width w delimited above and below by y = 0 and y = −w
with a central attractive force directed towards (0, 0) falling off as distance to the power
five, the velocity of a bead will be

x′ = vx = − Kx

(x2 + y2)3
− 4uoy(1 +

y

w
) for x ∈ ]−∞,∞[ (4.19)

y′ = vy = − Ky

(x2 + y2)3
for y ∈ [−w, 0]. (4.20)

The equation system defines an abstract two-dimensional flow that can be analysed [53].
The constants K and uo give the strength of the attractive force and the maximum flow
speed, respectively, K is related to Eq. (4.7) through the mobility b

K = b
2
π

χ

χ + 3
µoa

3(Id)2 =
a2

3π2

(Id)2

η

µoχ

χ + 3
(4.21)

such that the attractive r−5-law in Eqs. (4.19) and (4.20) is a law for velocity rather than
force.

We proceed by finding fix-points for Eqs. (4.19) and (4.20) and finding the separatrices
origining at those points. There are two interesting fixed points, i.e. points with vanishing
derivatives that define non-trivial separatrices, (−∞,−w) and (∞, 0). Finding trajectories
by solving the differential equations numerically defines the separatrix that separates those
points that are caught and those that escape to infinity and the separatrix that separates
those that cannot be reached from the inlet on the left.

This is illustrated in Fig. 4.13 where separatrices are shown for a range of strengths of
the attractive force increasing from Fig. 4.13(a) to Fig. 4.13(e). As the force is increased,
a larger fraction of the beads entering by the inlet are caught as seen by the shifting the
one separatrix (marked by dashes) towards the lower wall, expanding the region I. At a
certain point, the separatrix reaches the lower wall so that all beads entering by the inlet
are caught, Fig. 4.13(e).

We can compare this to Fig. 4.2. For weak fields as in Fig. 4.2(b), a thin region near
and to the right of the attractive wires is partly emptied for beads. Comparing this with
Fig. 4.13, we see that it is not because the partly emptied region cannot be reached by
beads entering from the left. The region appears empty because beads entering near the
separatrix are spread out to make up for those caught making the region appear empty.
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At slightly stronger fields as in Fig. 4.2(c), a region opposite the wires appears that is
not reached by beads entering at the inlet corresponding to region III in Fig. 4.13(c). At
the highest field strengths, Fig. 4.13, region I covers the entire width of the channel the
separatrix curving backwards right by the attracting wires accounting for the convex bulge
shape of the dark area seen in Fig. 4.2(d).

Do we instead compare with the simulations for high initial concentrations, Fig. 4.5,
we see that this cannot be explained as well as in the low concentration limit by our
simple single bead model. This is best seen for strong attraction as the bulge is replaced
by a concave taper shape of the dark area which is not accounted for by the simplified
model. This is another indication that hydrodynamic interactions at high concentrations
influences the details of capturing.

4.7 Discussion

We have implemented a model that treats the beads as a continuum and which takes into
account the effect of the transfer of momentum from the external magnetic field through
the beads to the fluid. Since the fluid advects the beads as seen by the cu contribution to
the bead current, Eq. (4.3), the effect of the momentum transfer set up by nearby beads
is an effective hydrodynamic interaction.

It is very important to include the action from the beads on the fluid medium when
studying capturing. Simply leaving it out will give qualitatively incorrect results for high
concentrations of beads as the effective interaction significantly helps capturing. It should
make detectable differences depending on whether there are a few or some hundreds of
particles in actual experiments. This should be considered when choosing operating con-
ditions for microfluid devices based on capturing of beads as higher bead number densities
potentially ease requirements for external magnets and allow faster flushing.

The effectiveness of capturing is well-described as a trade-off between flushing and
attraction. The simulation data essentially collapse onto a single curve when they are
plotted as function of the square of the current divided by the average flow speed for all
the other parameters kept fixed.

We point out that there are other ways in which particles may interact such as via a
Faxén term which we have derived. The influence of this term has not been included here
but it might play a role at the highest bead number densities.

A simple model of beads as single particles can describe some features of capturing at
low concentrations but fails to explain similar features at the high concentrations where
we see interactions play a rôle. The simple model can thus not be used to treat the realm
of hydrodynamic interactions as it is explicitly based on beads moving in isolation.
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Figure 4.13: (a)–(e) Separatrices separating regions of beads that are captured at the wires
and regions that cannot be reached from the inlet to the left for increasing strengths of the
attractive force. Region I: Beads entering from the inlet (left) are caught by the attractive
force. Region II: Beads entering from the inlet escape to the right. Region III: Cannot
be reached by beads from the inlet but would escape to the right. Region IV: Cannot be
reached from the inlet but beads would be caught. With increasing field strength (a)–(e),
region I expands until it covers the whole inlet width in (e).
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Chapter 5

Experimental test

In order to establish experimentally the influence of hydrodynamic interactions on bead
capturing, an experiment has been devised in collaboration with Kristian Smistrup, An-
ders Brask and my supervisors and is currently being pursued. The idea is to carry
out experiments at a range of concentrations in a localized magnetic field which is too
weak to capture individual beads but strong enough to make them move somewhat. This
corresponds to the range of intermediate strength magnetic fields in Fig. 4.10 where con-
centration has the largest influence on capturing.

5.1 Principle

The experimental setup is somewhat different from the one described theoretically in
Chapter 4 in that it is not a bead capturing setup where the beads are retained because
it is difficult to quantify the number of beads caught once they have settled. Rather, the
idea is to create a weak magnetic force by a field and field gradient which are just sufficient
to move single beads on their own. We have chosen three parallel laminar flows of fluid
instead of walls in a flat geometry. On their own, the beads are not able to move from one
flow to another but collectively they migrate to one of the buffer flows and can be counted.
The flat geometry is chosen to resemble the two-dimensional flow studied in Chapter 4.

The three flows consists of a dispersion of beads of known uniform initial concentration
at the centre and two buffer flows, one on either side, to catch migrating beads. The flows
are kept laminar at as low Reynolds numbers as practical so that mixing of the three flows
is kept negligible. This has been tested with a dyed solution instead of beads and some
transfer of dye from the central from to the buffer flows is found. However, the diffusivity
of a dye molecule is much higher than that of a one-micrometre diameter bead so this is
not expected to be a problem. If need be, one might consider adjusting the viscosities
of the fluids slightly with additives such as glycerol or trace amounts of guar or xanthan
gum.

The magnetic force is then adjusted so that single beads do not move appreciably
from the central fluid flow into the buffer flow close to the magnetic field when the bead
concentration is low. The other buffer flow acts as a negative control that indicates

55
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influence of mixing, diffusion and motion of beads for other reasons than the magnetic
field.

When the bead concentration of the in-flowing bead dispersion is increased, we will
expect beads to move collectively due to forces mediated by hydrodynamic interactions
and that this leads to beads migrating from the central flow to the one buffer flow.

The three flows passing through the device are collected during the experiment so that
the magnetic moment can be measured by means of a vibrating sample magnetometer
(VSM) to give a measure of the number of beads in either of the two buffer flows and in
the dispersion. An excess of beads in the buffer flow closer to the magnetic field is then
attributed to bead migration due to the magnetic field.

The magnetic polystyrene beads employed are so dense (specific density 1800 kg m−3)
that they sediment appreciably from the aqueous dispersion so that it is necessary to
incorporate this effect into the design of the experiment. By orienting the flow device
vertically so that the flows are vertical as well, we avoid migration of beads from the
dispersion to either of the buffer flows on account of gravity alone.

5.2 Implementation and design

Figure 5.1: Picture of the laminated flow device to be used in the experiment. The six
tubes leading the flows into the device are visible as are the screws that are used to keep
the layers together.

The flow device itself is made from seven sheets of acrylic plastic (poly(methyl meth-
acrylate) often referred to as PMMA) cut out by means of a CO2-laser and laminated
together. The sheets are cut to define the top and bottom lids, spacers for flow channels
and separator layers between the in- and outflow channels. Referring to Fig. 5.2, the layers
are as follows: The top lid, not shown in Fig. 5.2, is a 250 µm thick sheet only with holes
cut out to feed-through the two buffer flows and the bead dispersion. The next layer
is a spacer layer 90 µm thick defining the flow of the first buffer flow leaving a 40 mm
long and 12.5 mm wide rectangular channel as well as tapering sections at either end in
order to spread out the flow over the whole channel width, Fig. 5.2α. The next layer is
a separator layer 250 µm thick that keeps the buffer and dispersion flows separate except
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for the 40 mm by 12.5 mm rectangular flow channel Fig. 5.2β. The bead dispersion is
launched and collected in two tapered sections at either end of the rectangular channel
Fig. 5.2γ. The sequence is then repeated in reverse with a thick separator layer, Fig. 5.2β’,
and a thinner buffer flow layer Fig. 5.2α’ and a thick bottom lid which is not shown.

The model of the magnetic field used in the simulations of Chapter 4, a pair of wires
with opposite currents, is inappropriate for experiment. The magnetic field decays very
rapidly, distance to the power −5, so that very strong wire currents would be necessary as
the wires cannot be right next to the bead flow in the three flow configuration. In Chapter
4, the wires were 5 µm from the bead flow whereas in the experiment, it will have to be at
least 500 µm away. This means a tightening of requirements for the current wire distance
product I d by a factor 1010 which is prohibitive. Instead, we can generate a more or
less homogeneous magnetic field externally and then induce a field gradient by placing a
magnetizable object close by the channel thus eliminating problems of high currents and
heat dissipation in the device.

As source of the magnetic field and field gradient we choose a set of electromagnets
that magnetize a piece of magnetizable, special stainless steel wire with radius rc = 50 µm
through a polepiece. As model of this magnetic field, we use the field around a right-
circular cylinder, Hcyl, homogeneously magnetized perpendicularly to the cylinder axis by
an external magnetic field, Ho, which can be found in a similar manner to the homoge-
neously magnetized sphere from the magnetic scalar potential. From measurements, it is
known that the magnetization is linear in the applied field such that we assume a constant
permeability of the wire µwire. In this manner, we find that the field external to the wire
is

Hcyl(r) = Ho +
r2
c

r2

χ

χ + 2

(
−Ho +

(Ho · r)r
r2

)
. (5.1)

with r being the position vector from the center of the cylindrical wire. We already know
that the magnetization of a spherical bead in a field that is approximately constant over
the bead is

M =
3χ

χ + 3
Hext. (5.2)

The susceptibility of the bead material is denoted χ and the permeability µbead = (1+χ)µo.
The force on a bead of radius a is then given by Eq. (2.21)

Fbead =2πµoa
3 µbead − µo

µbead + 2µo

µwire − µo

µwire + µo[
r
(

H2
o

4r2
c

r4
−H2

o

4r4
c

r6

µwire − µo

µwire + µo
− 6r4

c

r8

µwire − µo

µwire + µo
(Ho · r)2 − 8r2

c

r6
(Ho · r)2

)

+ 2Ho(Ho · r)
(
−r4

c

r6

µwire − µo

µwire + µo
+ 2

r2
c

r4

)]
(5.3)

which consists of a term directed along the applied external field, Ho, and a radial term
along the direction to the centre of the cylindrical wire. We see that the leading order
force terms are of order −3 in the distance from the wire r. We know from the simulations
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Figure 5.2: Sketch of the laminated flow device without top and bottom lids before as-
sembly. The remaining five layers are the two buffer flow spacer layers α and α’, the flow
separator layers β and β’, and the layer in which the bead dispersion flows γ. The three
flows enter through three tubes that are lead through to the respective layers. The beads
are indicated in the central layer γ. The magnetizable steel wires are not shown.
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that a short range force only effectively pulls beads at the one side of the flow sets up a
vortex superposed on the flow pattern and sweeps beads towards the wall. However, it
seems impossible to make a force law of order −5 as in the simulations that would at the
same time provide a sufficient force to attract the beads from the dispersion into the buffer
flow. By placing another similar wire asymmetrically at the other side of the channel but
at a greater distance it is possible to get a somewhat steeper force law than the order −3
[46].

5.3 Simulations

In order to have theoretical predictions of the behaviour of the configuration chosen for
the flow device and in order to verify that the principle of the device can work, attempts
were made to simulate it with the actual dimensions and parameters for the device. It
proved impossible.

The dimensions of the necessary simulation domain become so large that it is impossible
to handle it on a normal desktop computer. The mesh that is used by the finite element
algorithm becomes prohibitively large. The problem is that the stability of the algorithm
for this problem is related to the balance between advection and diffusion on the scale
of a mesh element similar to the Péclet number described in Sec. 4.3.2. This effectively
sets a maximum size for a mesh element if the simulations are to be stable, however, a
large number of elements take more computer memory. The simulations were then moved
to the DTU High Performance Computing centre under a grant from Danish Center for
Scientific Computing. Unfortunately, the combination Matlab and Femlab is only able to
address about 4 GB of memory which is not sufficient.

Reducing the simulation domain has not worked for a variety of reasons. The first
approach was attempting to refine selectively the mesh in regions where the mesh element
Péclet number, i.e. the ratio lu/D for some mesh element characteristic length l, was too
large. Secondly, it was attempted to simulate a smaller section of the device, however,
this is problematic when the force acting on the beads is too large by the domain inlet.
In an experiment, the flow pattern will have changed appreciably from Poiseuille flow and
the concentration of beads will have changed from the initial value but this is precisely
what we want to simulate. This means that there is an effective lower limit on the domain
size which along with the effective upper limit on the mesh element size gives a minimum
requirement on memory that far exceeds what is available to Femlab and Matlab.

5.4 Discussion

Experiments are under way and the essential parts have been manufactured. The idea
is to test the influence of hydrodynamic interactions between beads that move due to an
external field in an as clean and simple system as possible. The principle of having laminar
flows and using buffer flows as controls means that the experiment can be run for long
periods of time to accumulate data without having a build-up of beads in the channel.
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It has not been possible to make concrete predictions for the experiment to which
results can be compared save for the qualitative prediction of Chapter 4 that in some range
of intermediate magnetic field strengths there will be an increase with bead concentration
in the number of beads that migrate from the central flow to the buffer flow nearer the
source of magnetic field inhomogeneity, the magnetic wire.



Chapter 6

The induced force method

Until now we have seen that a fluid medium effectively mediates forces between particles
and the surrounding microchannel or container walls. We have attempted to take this
into account in various ad hoc ways, however, this is inherently unsatisfactory and there
seems to be a place for a systematic approach that treats not just single particles treated a
points but encompasses the rigid body motion of extended particles in confined geometries
as found in a microfluidic system.

Below we develop and extend a method that has been used for studying the sedimenting
or settling particles as well as diffusion into a systematic approach that can be used to
model particle motion in a wide variety of geometries. We set up the basic machinery and
illustrate the workings by calculating the mobility of a single sphere placed inside a cubic
microchannel or box.

6.1 Principle

A different approach from the ones employed above is to focus exclusively on the particle
motion and develop a formalism in the Stokes limit in terms of forces on particles and the
interactions between the particles mediated by the fluid. In such an approach, the fluid
steps into the background and only show up as a field. Here we will follow the theory due
to Mazur, Beenakker and Saarloos [5, 31, 34] where the problem of interacting particles in
a flow is formulated in terms of the forces on the surfaces of the particles and connections
between them. Their approach was only developed for spherical particles and a single
plane wall but they were able to extend it to the case of particles in a spherical container
by making one particle enclose the others [4]. In the following, we extend and develop
further their “induced force method” to include rectangular finite walls so that a we can
take into account the effects of a rectangular microchannel, for example.

First, we consider N spherical particles. The lth particle has radius al, linear velocity
vl and angular velocity ωl moving in a fluid with viscosity η. The particles are moving
under the influence of external forces Fext

l and torques Text
l that cause them to move in the

fluid. The fluid is otherwise at rest but flows with velocity u(r, t) due to the motion of the
particles. The starting point for the description is again the stationary Stokes equation
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for the fluid

−∇p + η∇2u = −∇ · σ = 0 (6.1)

and the condition of incompressibility

∇ · u = 0. (6.2)

We have here constructed the stress tensor σ from pressure p and the viscous stress

σαβ = pδαβ − η

(
∂uα

∂rβ
+

∂uβ

∂rα

)
(6.3)

where we employed component notation.
The idea is to extend these equations to all of space including the volumes of the

particles and in the process formulate the no-slip boundary conditions on the particles in
terms of the force distributions necessary to maintain no-slip.

The spherical particles move according to the equations of motion; the lth particle
under the influence of the forces σ · n̂ due to the fluid and the external force Fext

l and
torque Text

l

ml
dul

dt
= −

∫

Sl(t)
σ · n̂l dS + Fext

l , (6.4)

Il
dωl

dt
= −

∫

Sl(t)
(r−Rl)× (σ · n̂l) dS + Text

l . (6.5)

Since n̂l above is the local outward normal unit vector on the lth particle together with the
definition of the stress tensor we have the negatives of the surface integrals. The particle
masses, ml, and moments of inertia, Il, appear above along with the position vectors Rl(t)
for the centers and the surfaces Sl(t) for each particle l at time t.

As the particles are assumed to be rigid spherical particles the velocity of the particle
surface must be a combination of translation and rotation and since we assume no-slip
this holds true for the fluid velocity u at the surface as well

u(r, t) = vl + ω × (r−Rl(t)), for |r−Rl(t)| = al. (6.6)

In order to fulfil this condition, the rigid particles excert forces at the surface on the fluid
and we extend Eq. (6.1) all over space by introducing these [33, 30]

∇ · σ =
∑

j

Fj(r, t), (6.7)

where the force Fj(r, t) due to the jth particle vanishes except where |r − Rj | = aj as
there are no induced forces in the inside of the particles either. In their interior we let
p = 0.

The idea is to consider not just N spherical particles but a rectangular box as well.
The box encloses all the particles and has walls at the six planes x = −Lx, x = Lx,
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(−Lx,−Ly,−Lz)

(Lx, Ly, Lz)

Figure 6.1: A single spherical particle at the centre of a cubic box. The box is centered
around the origin and has sidelengths 2Lx, 2Ly and 2Lz.

y = −Ly, y = Ly, z = −Lz, and z = Lz. Although the walls are assumed immobile, we
can take a similar approach exchanging no-slip boundary conditions in terms of velocity
into boundary conditions in terms of the forces necessary to keep the fluid at the walls at
rest. This means that we have an additional sum of force densities over the walls

∇ · σ =
∑

j∈beads

Fj(r, t) +
∑

w∈walls

Fw(r, t). (6.8)

A formal solution to the Stokes equation can be formulated in reciprocal space, k-
space, in terms of the induced forces which we expand in a multipole expansion for the
spherical particles and Legendre polynomials for the walls. Together with the equations of
motion for the particles and the boundary conditions we derive the equations that link the
motion of particles with induced forces. In steady state, the zeroth and first multipoles
of the forces on the spherical particles must correspond to the applied forces and torques
so it is possible to develop equations linking applied forces to induced forces to particle
motion.

With force terms for walls and particles, the Stokes equation becomes

−∇p + η∇2u = −
∑

i∈beads

Fl(r)−
∑

w∈walls

Fw(r) (6.9)

where we have added the forces from beads and walls alike.
Along with the condition of incompressibility ∇·u = 0, this can be Fourier transformed

into an algebraic equation just as we did for the Green’s functions in Chapter 3. Below,
we employ the following conventions for the Fourier transform

u(r) =
∫

dk
(2π)3

eik·ru(k), (6.10)

u(k) =
∫

dr e−ik·ru(r). (6.11)
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and similarly for the forces and pressure. Proceeding this way, we arrive at the following
transformed equations in k-space

ηk2u(k) + ikp(k) =
∑

j∈beads

e−ik·RjFj(k) +
∑

w∈walls

Fw(k) (6.12)

and
k · u(k) = 0, (6.13)

from which we can eliminate p and the need for the second equation by applying the
operator (1− k̂k̂) to both equations. Here and in the following we will use dyadic notation
and let a ‘hat’ denote a unit vector so that k̂ means k/k. This leaves the formal solution
for u(k) which we will use repeatedly

u(k) =
∑

j∈beads

1
ηk2

e−ik·Rj (1− k̂k̂) · Fj(k) +
∑

w∈walls

1
ηk2

(1− k̂k̂) · Fw(k). (6.14)

Here we have used that the fluid would be at rest in the absense of external forces on the
particles. This is not an essential restriction as one could include an unperturbed flow,
see for example the remarks in Ref. [34].

6.2 Expansions of forces and velocities

On the basis of the formal solution we will be working towards a hierarchy of linear
equations that couple expansions of forces on particles and walls with expansions of their
velocities. The coefficients in these equations are termed “connectors” following Mazur
[34].

6.2.1 At the spherical particles

The next step is to expand the unknown induced forces on each of the spherical particles
in a series with tensorial force multipole expansion coefficients F

(p+1)
l ,

Fl(k) =
∞∑

p=0

(alk/i)p k̂p¯ ∂p

∂kp
Fl(k)

(i/al)p

p!

∣∣∣∣∣∣
k=0

=
∞∑

p=0

(alk/i)p k̂p¯F
(p+1)
l . (6.15)

The notation here warrants some explanation. The symbol k̂p is the p-dimensional
(polyadic) tensor formed as an ordered product of the vector k̂ p times. The circled
dot, ¯, denotes full tensor contraction so that

A¯ B =
∑

j,k,l,...

A...,l,k,jBj,k,l,..., (6.16)

i.e., we contract with aa many indices as available starting with the innermost. We use
this and the polyadic notation to reduce the amount of dummy indices needed. The
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overbracket A indicates that the tensor A has been made irreducible in the sense that it
has been symmetrized in any pair of indices and that it has been made to vanish under
contraction in any pair of indices [23]. Below we only encounter the explicit forms of the
irreducible tensors in the two simplest cases

aα = aα and aαaβ = aαaβ − 1
3
δαβ a2 (6.17)

in component notation.
Mazur and Saarloos [34, 35] goes on to show that this expansion can be expressed in

terms of spherical Bessel functions jp [24] as

Fl(k) =
∞∑

p=0

(2p + 1)!!(−i)pjp(kal) k̂p¯F
(p+1)
l . (6.18)

The double factorial n!! is defined as the product n(n− 2)(n− 4) · · · down to either 1 or
2 depending on whether n is odd or even.

6.2.2 At the walls

Similarly, we expand the induced forces at the walls. In the following w, w and w will be
used to denote x, y and z such that the triplet www makes up a cyclic permutation of
xyz. This is just to keep track of walls and directions. We look at the wall at w = −Lw

as example but it carries through for all six walls w from x = −Lx to z = Lz. The force
density is confined to the wall so that

F+Lw(r) = F+Lw(w, w)Ω(w/Lw, w/Lw) δ(w − Lw) (6.19)

where

Ω(w/Lw, w/Lw) =
{

1 for (w,w) ∈ [−Lw, Lw]× [−Lw, Lw]
0 elsewhere.

(6.20)

The force density on the finite-sized wall can be expanded in a terms of Legendre polyno-
mials, Pn, because of the finite extent

F+Lw(w,w) =
1

4LwLw

∑
n,m

Pn(w/Lw) Pm(w/Lw)F+Lw(n,m), (6.21)

so that in k-space we have

F+Lw(k) =
∫

dre−ik·r F(r) =
∫

dre−ik·rF(w,w)Ω(w/Lw, w/Lw)δ(w − Lw) (6.22)

= e−ikwLw
1

4LwLw

∑
n,m

∫ Lw

−Lw

dw

∫ Lw

−Lw

dw e−i(kww+kww)Pn(w/Lw)Pm(w/Lw)F+Lw(n,m)

(6.23)

= e−ikwLw
∑
n,m

(−i)n+mjn(kwLw)jm(kwLw)F+Lw(n, m). (6.24)

In the last line we used Rodrigues’ formula and introduced the spherical Bessel functions
jn(x) [48].
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6.3 Equation hierarchy

We now need to make the connection to fluid velocity. We do this by evaluating surface

averages xSl of the multipole moments n̂p u(r) of the fluid velocity,

n̂p u(r)
Sl

=
1

4πa2
l

a−p
l

∫
dr (r− rl)p u(r) δ(|r−R| − al)

= (−i/al)p

∫
dk

(2π)3
( ∂p

∂kp

sin kal

kal

)
eik·Rlu(k)

= ip
∫

dk
(2π)3

k̂p jp(kal) eik·Rlu(k). (6.25)

The Dirac delta-function ensures that the first integral can be extended all over real space
and the second equality stems from the identity

∂p

∂kp

sin k

k
= (−1)p k̂p jp(k) (6.26)

see Ref. [31].
These averages can then be handled in turn starting with the zeroth moment corre-

sponding to translation for the particles and similarly for the walls.

6.3.1 Translational velocity

As the spherical particles are rigid bodies only two of these moments are non-vanishing
and they correspond to the translation and rotation velocities respectively. The surface
average, i.e., the moment with p = 0 gives

u(r)
Sl =

∫
dk

(2π)3
u(k)eik·Rlj0(kal). (6.27)

Together with the trivial average of the boundary condition for a single particle we can
insert the formal solution of the equations of motion Eq. (6.14) and obtain an equation
for the translational velocity vl of the lth particle,

vl = u(r)
Sl =

∑

j∈beads

∫
dk

(2π)3
(ηk2)−1 (1− k̂k̂) · Fj(k) eik·(Rl−Rj)j0(kal)

+
∑

w∈walls

∫
dk

(2π)3
(ηk2)−1 (1− k̂k̂) · Fw(k) eik·Rlj0(kal). (6.28)
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We can now use the expansion of the force on the jth spherical particle into multipole
moments Eq. (6.18) and the expansion of forces at the walls Eq. (6.21)

vl = (6πηal)−1
∑

j∈beads

∞∑

p=0

∫
dk̂

∫ ∞

−∞
dk

3al

8π2
(2p + 1)!!(−i)p (1− k̂k̂) · k̂p¯F

(p+1)
j

× jp(kal)eik·(Rl−Rj) j0(kal)

+(6πηal)−1
∑

w∈walls

∑
n,m

∫
dk̂

∫ ∞

0
dk

3al

4π2
(1− k̂k̂) · Fw(n,m)

×ei(k·R−kwLw)(−i)n+mjn(kwLw) jm(kwLw) j0(kal).
(6.29)

Collecting terms allows us to write this in terms of so-called connectors,

vl = (6πηal)−1F
(1)
l + (6πηal)−1

∑

j 6=i

∞∑

p=0

A1←p+1
lj ¯ F

(p+1)
j

+ (6πηal)−1
∑

w∈walls

∑
n,m

U
1←(n,m)
lw · Fw(n,m), (6.30)

where the connectors, A1←p+1
lj , are defined for all j 6= l by

A1←p+1
lj =

3al

8π2
(2p + 1)!!(−i)p

∫
dk̂

∫ ∞

−∞
dk (1− k̂k̂) k̂p jp(kaj) j0(kal)eikk̂·(Rl−Rj). (6.31)

and the connectors U
1←(n,m)
lw by

U
1←(n,m)
lw =

3al

4π2

∫
dk̂

∫ ∞

0
dk (1− k̂k̂)(−i)n+mei(k·Rl−kwLw)jn(kwLw) jm(kwLw) j0(kal).

(6.32)

Notice that there is no connector in front of the zeroth force multipole term in 6.30, only
the factor (6πηal)−1 known from Stokes’ law. This can be shown from Eq. (6.15) by
complex integration [34].

The connectors serve to ‘connect’ or couple terms in the expansions of the forces on
particles and walls to the corresponding expansions of velocities on particles and walls.
The connector A1←p+1

lj is thus the coupling of the pth force multipole moment from the jth
particle to the translational velocity of the lth particle. Below we will introduce similar
connectors for the rotational and higher order velocity moments An←p+1

lj . In an analogous

manner, the connector U
1←(n,m)
lw is the coupling of the (n,m)-term in the force expansion

at the wall w to the translational velocity of the lth particle.
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6.3.2 Rotational velocity

We can repeat the above considerations for the rotation of the particles. In this case we
determine the surface average n̂ u(r)

Sl considering the boundary condition

n̂ u(r)
Sl = n̂ vl(r)

Sl + n̂ (ωl × (r−Rl))
Sl = n̂ (ωl × (r−Rl))

Sl

=
al

4π

∫
n̂ (ωl × n̂) dS =

alε · ωl

4π

∫
n̂ n̂ dS = 1

3
alε · ωl (6.33)

where we used that the average containing the (constant) translational velocity vanishes.
The fourth equality stems from writing out the cross product in terms of the rank three
completely antisymmetric tensor ε and pulling constant terms out in front of the integral.
Again by virtue of the formal solution Eq. (6.14)

alε · ω =
3!!i

(2π)3
∑

j∈beads

∫
dk (ηk2)−1 k̂(1− k̂k̂) · Fj(k) eik·(Rl−Rj) j1(kal)

+
3!!i

(2π)3
∑

w∈walls

∫
dk (ηk2)−1 k̂ (1− k̂k̂) · Fw(k) eik·Rl j1(kal) (6.34)

and expanding with Eqs. (6.18) and (6.21)

alε · ω = (6πηal)−1B2←2 ¯ F
(2)
l + (6πηal)−1

∑

j∈beads,j 6=l

∞∑

p=0

A2←p+1 ¯ F
(p+1)
j

+ (6πηal)−1
∑

w∈walls

∑
n,m

U
2←(n,m)
lw · Fw(n,m) (6.35)

with

B2←2 =
3!!3
8π2

∫
dk̂ k̂(1− k̂k̂)k̂, (6.36)

A2←p+1 =
3ial3!!(2p + 1)!!

8π2
(−i)p

∫
dk̂

∫ ∞

−∞
dk k̂(1− k̂k̂) k̂p jp(kaj)j1(kal), (6.37)

U
2←(n,m)
iw =

3ial3!!
4π2

∫
dk̂

∫ ∞

0
dk k̂ (1− k̂k̂) (−i)n+mei(k·Rl−kwLw) jn(kwLw) jm(kwLw) j1(kal).

(6.38)

6.3.3 Higher order velocity moments

As the particles are rigid, the higher velocity moments must vanish. For example,

u(r) n̂n̂
Sl

= 0, (6.39)
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which we express in terms of the surface multipole moments and the formal solution
Eq. (6.14)

5!!u(r) n̂n̂
Sl

=
5!!i2

(2π)3

∫
dk k̂k̂ u(k)eik·Rl j2(kal)

= (6πηal)−1 3i2al · 5!!
8π2

[∫
dk̂

∫ ∞

−∞
dk k̂k̂(1− k̂k̂) · Fl(k) j2(kal)

+
∑

j∈beads,j 6=i

∫
dk̂

∫ ∞

−∞
dk k̂k̂(1− k̂k̂) · Fj(k) j2(kal)eik·(Rl−Rj)

+
∑

w∈walls

2
∫

dk̂
∫ ∞

0
dk k̂k̂ (1− k̂k̂) · Fw(k) j2(kal)eik·Rl

]
(6.40)

which with the aid of the expansion 6.18 becomes

0 = −B3←3¯F
(3)
l +

∑

j∈beads,j 6=l

∞∑

p=0

A3←p+1¯F
(p+1)
j +

∑

w∈walls

∑
n,m

U
3←(m,n)
lw ·Fw(n,m) (6.41)

where

B3←3 = −9 · 5!!
8π

∫
dk̂ k̂k̂(1− k̂k̂) k̂k̂ (6.42)

A3←p+1
lj =

3i2al5!!(2p + 1)!!
8π2

ip
∫

dk̂
∫ ∞

−∞
dk k̂k̂(1− k̂k̂) k̂p jp(kal)j2(kal)eik·(Rl−Rj) (6.43)

U
3←(n,m)
lw =

3i2al · 5!!
4π2

∫
dk̂

∫ ∞

0
dk k̂k̂ (1− k̂k̂) (−i)n+mei(k·Rl−kwLw)

× jn(kwLw)jm(kwLw)j2(kal) (6.44)

These expressions can be generalized for higher order velocity moments, however, the
structure of the expressions should be clear.

6.3.4 Walls

Finally, we need to take care of the boundary conditions at the walls. We have assumed
that the walls are stationary such that no-slip implies that u(r) = 0 for all values of r lies
on a wall. However, this needs to be translated into a condition on u(k). The condition
that u(r) = 0 for all r on the wall corresponds to a uncountable number of conditions, one
for each point on the wall. However, the wall is finite so we can write up a denumerable
infinity of conditions by multiplying by a product Π of Legendre polynomials and the
indicator function for the wall

Π =
1

4LvLv
PN (v/Lv) PM (v/Lv) Ω(v/Lv, v/Lv) δ(v − Lv) (6.45)
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for each pair of non-negative integers (N, M) and integrating

0 =
1

4LvLv

∫
drPN (v/Lv) PM (v/Lv)Ω(v/Lv, v/Lv) δ(v − Lv)u(r)

=
1

4LvLv

∫
dr

∫
dk

(2π)3
PN (v/Lv) PM (v/Lv)Ω(v/Lv, v/Lv) δ(v − Lv) eik·ru(k)

=
∫

dk
(2π)3

(−i)N+MjN (kvLv) jM (kvLv) eikvLvu(k). (6.46)

We thus see that we need only specify N and M ; as forseen the problem has been reduced
to a denumerable number of conditions.

We now use the formal solution Eq. (6.14) to obtain

0 =
∑

j∈beads

∫
dk

(2π)3
(−i)N+M jN (kvLv)jM (kvLv)(ηk2)−1 ei(kvLv−k·Rj)(1− k̂k̂) · Fj(k)

+
∑

w∈walls

∫
dk

(2π)3
(−i)N+M jN (kvLv)jM (kvLv)(ηk2)−1 eikvLv(1− k̂k̂) · Fw(k). (6.47)

Then we can use the previously derived expansions Eqs. (6.18) and (6.21) to arrive at

0 =
∑

j∈beads

∞∑

p=0

∫
dk

(2π)3
(2p + 1)!!(−i)p+N+M

ηk2
jN (kvLv) jM (kvLv) jp(kal)

× e−ik·Rj (1− k̂k̂) · k̂p¯F
(p+1)
j

+
∑

w∈walls

∫
dk

(2π)3
(−i)n+m+N+M

ηk2
jN (kvLv) jM (kvLv) jn(kwLw) jm(kwLw)

× ei(kvLv−kwLw) (1− k̂k̂) · Fw(n,m). (6.48)

This we also express in terms of connectors, this time Ũ and V,

0 =
∑

j∈beads

∞∑

p=0

Ũ
(N,M)←p+1
vj ¯ F

(p+1)
j +

∑

w∈walls

∑
n,m

V(N,M)←(n,m)
vw · Fw(n, m). (6.49)

These connectors take into account the influence of particles and other walls, respectively,
on any wall v

Ũ
(N,M)←p+1
vj =

∫
dk

(2π)3
(2p + 1)!!(−i)N+M+p

ηk2
jN (kvLv) jM (kvLv) jp(kal)

× e−ik·Rj+ikvLv(1− k̂k̂) · k̂p (6.50)
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V(N,M)←(n,m)
vw =

∫
dk

(2π)3
(−i)n+m+N+M

ηk2
jN (kvLv) jM (kvLv) jn(kwLw) jm(kwLw)

× ei(kvLv−kwLw)(1− k̂k̂). (6.51)

As the connectors A and U had simple interpretations so do the connectors Ũ
(N,M)←p+1
vj and

V
(N,M)←(n,m)
vw . The former is the coupling of the pth force multipole on the jth particle to

the (N, M)-term of the would-be velocity of the immobile wall v; the latter is the coupling
from the (n,m)-term of the expansion of induced forces at the wall w.

6.4 Solution procedure

Before proceeding any further, it is beneficial to get an overview of the structure of the
problem. We are setting up a system of linear equations, Eqs. (6.30), (6.35), (6.41) and
(6.49), that couple the externally applied forces Fext

l and torques Text
l on particles l en-

closed in a rectangular box to the translational and rotational velocities of the particles.
These equations involve expansions of the forces on the particles and the walls and the cou-
plings between them. To proceed, we truncate the expansions at some order and calculate
the couplings, the so-called connectors, between the terms in the expansions.

In the following, we restrict ourselves to the very simplest case of a single particle
at the center of a cube with sides 2Lx = 2Ly = 2Lz = 2 and only the lowest multipole
moment of force for the spherical particle and the (0, 0)-force term for each of the walls.
Evaluation of the connectors is not easy but it turns out that the integrals can be found
in closed form for the radial integration when they are written in polar coordinates as
we have done above, leaving the angular integrations to numerical methods. We will not
pause to write out the quite complicated intermediate results, however, for our particular
instance the Us, Ũs and Vs can be determined.

To lowest order and with one particle and six walls we have seven equations, seven
unknowns and one free parameter, the external force on the particle. The unknowns are
the forces on the walls and the translational velocity of the particle. These equations can
be rewritten in the form




v
0
0
0
0
0
0




= (6πηa)−1




1 U+x U−x U+y U−y U+z U−z

Ũ+x V+x +x V+x−x V+x +y V+x−y V+x +z V+x−z

Ũ−x V−x +x V−x−x V−x +y V−x−y V−x +z V−x−z

Ũ+y V+y +x V+y−x V+y +y V+y−y V+y +z V+y−z

Ũ−y V−y +x V−y−x V−y +y V−y−y V−y +z V−y−z

Ũ+z V+z +x V+z−x V+z +y V+z−y V+z +z V+z−z

Ũ−z V−z +x V−z−x V−z +y V−z−y V−z +z V−z−z







Fext

F+x

F−x

F+y

F−y

F+z

F−z




(6.52)
where all the entries in the matrix are three-by-three tensors and the components of the
column vectors are three-vectors. The indicies indicate walls whereas the superfluous
index for the particle has been suppressed. The form of this system of equations is a little
unusual in that there are unknowns on either side of the equality. In block form, Eq. (6.52)
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looks like (
v
0

)
= (6πηa)−1

(
1 U

Ũ V

) (
Fext

F

)
(6.53)

where we have grouped the various blocks in the matrix in Eq. (6.52) into the 1×6 matrix
U, the 6× 6 matrix V and the 6× 1 matrix Ũ. We solve for v as

v = (6πηa)−1
[
1− (UV−1 Ũ)

]
Fext. (6.54)

The linear relationship between the force applied to the particle and its velocity lets us
interpret

b = (6πηa)−1
(
1− UV−1 Ũ

)
(6.55)

as the mobility tensor for a spherical particle alone in a box.

6.4.1 An application

Let us further specialize the above by calculating the Us and Vs in a concrete example. We
are going to consider the mobility of a single spherical particle of dimensionless radius 0.1
at the center of the cube with sides of length 2 in dimensionless units. This must be the
simplest practically relevant case as we truncate all expansions retaining only the lowest
order terms.

Because of symmetries, we only need to calculate one form of the U and three types of
Vs corresponding to the connector of a wall onto itself, from a wall to the wall opposite,
and from a wall to either of its four adjacent walls. The connectors U and Ũ differ only in
numerical factors.

The U
1←(0,0)
+z -connector is found by a combination of symbolic radial integration and

numerical integration of the angular part as in Eq. (6.32). However, writing the integral
out in Cartesian coordinates in lieu of polar as we did, makes it apparent that U

1←(0,0)
+z

must be diagonal which is not so surprising as this means that a force on a wall in some
direction along the box axes causes the particle to move in the same direction. This
reduces the calculation task somewhat. We have

U
1←(0,0)
+z ≈ 3 · 0.1

4π2




73.4 0 0
0 73.4 0
0 0 103.2


 . (6.56)

Notice that the two first are identical as expected from symmetry; the particle being at
the center of the cube is also symmetrically placed with respect to either of the walls. Also
note that the term corresponding to a force perpendicular to the wall is approximately√

2-times bigger than the two other entries. The reason for this has not been found.
The expression for U

1←(0,0)
−z is identical and the ones for U

1←(0,0)
+x , U

1←(0,0)
−x , U

1←(0,0)
+y

and U
1←(0,0)
−y are found by suitable rotations.

The lowest order connector from a wall onto itself can be found in closed form

V
(0,0)←(0,0)
+z +z =

16π2

3
[
1−

√
2+3 ln(1+

√
2)

]



1 0 0
0 1 0
0 0 2


 ≈




117.4 0 0
0 117.4 0
0 0 234.8


 , (6.57)
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and from this the five others are readily found through rotations as above.
The remaining two types of connectors were also found by means of a combination of

symbolic and numeric integration. The opposing walls connector is

V
(0,0)←(0,0)
−z +z ≈




119.7 0 0
0 119.7 0
0 0 119.7


 , (6.58)

and the connector between the adjacent walls at +Lz and +Ly is

V
(0,0)←(0,0)
+y +z ≈




131.6 0 0
0 147.2 0
0 0 147.2


 (6.59)

where the remaining connectors can be found from suitable rotations.
With all the elements determined, the mobility tensor for a particle with radius 0.1

placed at the centre of a cubic microchannel is found from Eq. (6.55)

b = 0.130 (6πηa)−11 (6.60)

where we note that it is about a factor of seven smaller than the value for a particle in
unbounded fluid and that it is isotropic as we would expect from the symmetry of the
problem. However, we should not over-emphasize the actual numerical value of the mo-
bility as the work of Mazur [31, 32] shows dramatical “non-additivity” of hydrodynamic
interactions and that in the case of no container and many particles it is essentially never
permissible to neglect many-particle interactions at least as far as three-particle interac-
tions and something similar might hold true for our truncation of the various force and
velocity expansions. Furthermore, we lack in this problem a “small parameter” in which
we can develop these expansions except, perhaps, for the particle radius. The arbitrary
but convenient truncation of the expansions that we have employed does not afford any
control over the error thus committed.

All this said, we can compare with known results for a spherical container with a
particle at its centre [4]. The mobility of a spherical particle of radius ai in a sphere of
radius A is

b =
(
1− 9ai

4A
+

5a3
i

2A3

)
(6πηa)−1 1. (6.61)

Inserting an outer sphere radius A = 1 and a particle radius of ai = 0.1, we find the
mobility

b = 0.7775 (6πηa)−1 1 (6.62)

which is quite different from the value calculated in the case of a cubic geometry. Naturally,
we are comparing two different physical arrangements, however, it seems reasonable that
the errors committed in truncating the expansions are the dominant ones.

One can imagine a number of tests of our approach. We could compare results from
our method applied to the case of one single plane wall with exact results calculated from
the Lorentz method of reflecting the solution to the flow problem in unbounded fluid in an
infinite plane wall [42, 5, 22]. Also, one could compare with results for rotational mobility
instead of translational in a spherical geometry for which exact results are known [26, 27].
Regardless, it seems valuable to include in the analysis contributions to higher orders.
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6.5 Outlook

The promise of the method for plane walls developed herein is that it can be extended
systematically and that its application is not limited to a regular shape such as a cube or
a sphere. It would be straightforward to decompose a complicated microchannel geometry
into rectangular, plane walls and then calculate the necessary connectors between any
reasonable number of particles and the walls up to some order that is deemed sufficient from
the nature of the problem considered. At the moment, the calculation of the connectors is
quite tedious and it has not been possible to find explicit or closed form formulas for any
but a few, however, it should not be ruled out that this is possible. The methods used for
similar problems today, the motion of particles in a so-called bumper array, are based on
the solution of differential equations by, for example, the finite element method, however,
only in two-dimensions. The method of induced forces is not restricted to two-dimensions
by constraints of computing power, especially if explicit expressions for the connectors can
be found.

Another, more adventurous, path to tread is to try to extend the method to elliptical
or even thin cylindrical particles. This might be significantly more challenging technically
to carry out, however, not all interesting objects flowing in a microfluidic channel are
round. There could easily be interesting phenomena to explore in the tumbling of an
elliptical polymer bead or the motion of a rigid essentially one-dimensional molecule such
as xanthane or guar gum or maybe a carbon nanotube.

In this chapter we have only outlined the method and there would be the need for
further refinements as pointed out and especially the need for some striking predictions
and experiments to test them. Let us speculate, that it could be possible by meaning of
a non-invasive technique such as optical tweezers to actually measure the hydrodynamic
interaction forces between glass or polymer beads and nearby walls. A study of this could
be interesting and worthy of a PhD-project in itself. Maybe the induced force method
could find a niche of its own as the “house” method of choice for particles in microfluidic
systems.



Chapter 7

Summary and outlook

In the preceding five chapters, we have explored aspects of the physics of magnetic beads
in microfluidic channels. Surprisingly, hydrodynamic interactions seem to have a more
profound influence on the motion of microscopic beads than their mutual magnetic in-
teraction. The influence of a bead moving relative to the surrounding fluid creates a
disturbance to the flow that we have interpreted as a hydrodynamic interaction between
the beads and this interaction is seen to decay as bead separation to the power −1. The
leading magnetic interaction term decays much faster, as separation to the power −3, than
the hydrodynamic one. This is the most important and simplest observation made above.

It means that except in the very simplest descriptions of magnetic bead capture or
motion, hydrodynamic interactions should not be left out. We went on to illustrate this
point through computer simulations where in certain situations the presence or absence of
hydrodynamic interactions made all the difference to the workings of the model magnetic
bead separator. Admittedly, while nicely illustrating a point, the circumstances were
somewhat concocted so a fairer and random set of initial conditions was compared on
the basis of the time taken for a varying number of magnetic beads to be captured in
the presence and absence of hydrodynamic interactions. As expected from the notion of
hydrodynamic interactions helping beads move collectively, an increasing speed-up in the
interacting case is seen over the non-interacting case as bead number increases.

The methods employed have been rather ad hoc and the Green’s function approach has
left something to be desired in terms of handling more than a few beads and in handling
more complicated channel geometries. It has provided us with the key insight of the
slow decay of interactions with bead separation but does not go so well with numerical
simulations. Two paths have then been laid out: One is treating the bead distribution
as a field in its own right, coupling it with the fluid equations of motion, and solving
the resulting equations numerically. The other is an analytical one in which a systematic
machinery for treating bead motion in arbitrary geometries has been outlined. The latter
hints at an approach that could be extended to a proper many-particle theory of spherical
particles in a fluid confined in arbitrary geometries. This prospect seems the most exciting
prospect to be hinted to from this work. The careful study of many-particle effects has
been most rewarding in so many other branches of physics that this should be worthy of
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consideration here as well.
Many-particle physics is a grand enterprise but a much more modest one could also be

interesting. We pointed out that it is possible to manipulate microscopic beads with optical
tweezers and the technique allows not just manipulation of many beads simultaneously
(see for example Ref. [18]) but also the measurement of the forces involved. This could be
used to measure forces on beads moving near walls or near one another and systematically
compare this with predictions derived from the method of induced forces. This would
not warrant bold extensions of the theory developed herein and the significant agility of
modern optical tweezer methods would make this idea not just interesting and worthwhile
but also realistic.



Appendix A

Field from sphere in pure dipole
fields: x and y-dipoles

In section 2.3 we calculated the magnetization and in particular the potential of a magnetic
sphere with permeability µ of radius a in the field from a point dipole at a distance s in the
z-direction. However, we only considered the case of a dipole oriented along the z-direction
as this case is a little less complicated.

In this appendix, we treat the more involved but analogous cases of dipoles oriented
along the x and y-directions. The derivation is elaborated in a fair amount of detail to
make checking easier.

A.1 Dipole along the x-direction

Here we jump in at Eq. (2.28) where we differentiate with respect to x instead of z as this
is dipole we want now,

∂

∂x

1
rs

=
1
s

∑
n

(
Pn(cos θ)

n

s

(r

s

)n−1 ∂r

∂x
+ P ′

n(cos θ) (− sin θ)
(r

s

)n ∂θ

∂x

)
(A.1)

Looking at the first term in the sum

Pn(cos θ)
n

r

(r

s

)n
sin θ cosφ. (A.2)

and the second term

n cos θ cosφ

r sin θ

(
cos θ Pn(cos θ)− Pn−1(cos θ)

)(r

s

)n
. (A.3)

Combining the terms in the sum gives us
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∑
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. (A.4)
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or by order of multipoles
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. (A.5)

We write up the general expression of the magnetic scalar potential like this

ψin =
∑

n

Anrn Pn(cos θ) (A.6)
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∑

n

Bn
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First, we use the condition of continuity of potentials
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+
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4πs
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1
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The second condition depends on derivatives of the potentials, in particular that of
ψex,

∂ψex

∂r
=

∑
n

Pn(cos θ)
(
−(n + 1)

Bn

rn+2

+
mx

4πs2

cosφ

sin θ

(r

s

)n−1
n
(n− 1

r
− (n + 1)

cos θ

s

))
. (A.10)

Applying the condition yields
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We can now find Bn

Bn = −a2n+1 nµ
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A.2 Dipole along the y-direction

Carrying out the exact same programme for y,
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Looking at the first term in the sum
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and the second term

Pn(cos θ)
(r

s

)n n cos2 θ sinφ

r sin θ
− Pn−1(cos θ)

(r

s

)n n cos θ sinφ

r sin θ
. (A.15)

Combining the terms in the sum gives us
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which can be sorted by the order of Legendre polynomials
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We write up the general expression of the magnetic scalar potential like this
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∑
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First, we use the condition of continuity of potentials
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The second condition depends on derivatives of the potentials, in particular that of ψex,
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Applying the condition yields
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We can now find Bn
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Appendix B

Implementation in Matlab

In order to carry out the overall programme, we need a set of Matlab programmes. The
magnetostatic and hydrodynamical problems can readily be solved by the finite element
solver, FEMlab.

The contents of this section mostly serves to document central parts of the Matlab
routines that calculates trajectories. The actual routines have some embellishments that
makes them work faster. There is also a bit of housekeeping code.

We need to solve an ordinary differential equation and to that end we need to supply
the time-derivative of position, the velocity. In the approximation, we made before we
assume that there is no inertia. The velocity of a particle will become equal to that of the
liquid immediately if the external force vanishes because we have from above

ua = v(ra) +
Fa

6πηa
(B.1)

or as Matlab-code for two particles:

drdt(1) = v1x + F1x/(6*pi*eta*a);
drdt(2) = v1y + F1y/(6*pi*eta*a);
drdt(3) = v2x + F2x/(6*pi*eta*a);
drdt(4) = v2y + F2y/(6*pi*eta*a);

We need to calculate two things first: the flow velocity at the position of the ath particle,
v(ra), and the force on the ath particle, Fa. We will take them each in turns, first the
fluid flow.

The velocity field in the fluid is determined by several points. Primarily by the
Poiseuille flow that either comes from the result of a FEMlab calculation or from a
parabolic approximation and the from the flow due to the companion particle,

v1x = Umax * postinterp(fem,’u’,[sign(x1)*x1;sign(-y1)*y1]);
v1y = Umax * postinterp(fem,’v’,[sign(x1)*x1;sign(-y1)*y1]) * sign(-y1);
v2x = Umax * postinterp(fem,’u’,[sign(x2)*x2;sign(-y2)*y2]);
v2y = Umax * postinterp(fem,’v’,[sign(x2)*x2;sign(-y2)*y2]) * sign(-y2);
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or if we use the parabolic approximation

v1x = Umax * 1000 * (1-(x1/50)^2);
v1y = 0;
v2x = Umax * 1000 * (1-(x2/50)^2);
v2y = 0;

The flow due to neighbouring particles is found like this

ua = v(ra) +
1

8πη
GW (r, r 6a) · F6a where (B.2)

F6a = 2πµoa
3 χ

χ + 3
∇H2

ext and (B.3)

∇H2
ext = (∂yA ∂xyA− ∂xA ∂yyA,−∂yA ∂xxA + ∂xA ∂yxA) in 2D (B.4)

where 6 a is a short hand for the other particle, i.e. not particle a. This is translated into
the following code

F1x = 2*pi*mu0 * a^3 * (chi/(chi+3)) * DHH(r(1), r(2), ’x’, Hext);
F1y = 2*pi*mu0 * a^3 * (chi/(chi+3)) * DHH(r(1), r(2), ’y’, Hext);
F2x = 2*pi*mu0 * a^3 * (chi/(chi+3)) * DHH(r(3), r(4), ’x’, Hext);
F2y = 2*pi*mu0 * a^3 * (chi/(chi+3)) * DHH(r(3), r(4), ’y’, Hext);

h = -50;

% Force component parallel with wall due to particle 2
v1x = v1x + Wall(x1-x2, y1-y2, y2-h,’para’,’x’) * F2x / (8*pi*eta);
v1y = v1y + Wall(x1-x2, y1-y2, y2-h,’para’,’y’) * F2x / (8*pi*eta);

% Force component perpendicular with wall due to particle 2
v1x = v1x + Wall(y1-y2, x1-x2, y2-h,’perp’,’x’) * F2y / (8*pi*eta);
v1y = v1y + Wall(y1-y2, x1-x2, y2-h,’perp’,’y’) * F2y / (8*pi*eta);

% Force component parallel with wall due to particle 1
v2x = v2x + Wall(x2-x1, y2-y1, y1-h,’para’,’x’) * F1x / (8*pi*eta);
v2y = v2y + Wall(x2-x1, y2-y1, y1-h,’para’,’y’) * F1x / (8*pi*eta);

% Force component perpendicular with wall due to particle 1
v2x = v2x + Wall(y2-y1, x2-x1, y1-h,’perp’,’x’) * F1y / (8*pi*eta);
v2y = v2y + Wall(y2-y1, x2-x1, y1-h,’perp’,’y’) * F1y / (8*pi*eta);

Maybe a few words on the symmetry of this problem would be in place. We have chosen
to solve the hydrodynamical and the magnetostatic problem in the fourth quadrant, i.e.
the values of x are positive whereas y are negative. This is because we assume that the
structure is taken to be periodic in the x-direction with a period of 50µm and symmetric
around the center so that we only need to model an x-domain of 25µm. We take the center
of the channel to be the x-axis and this, thus, becomes a symmetry plane as well.
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We can then, and indeed must, enlarge our domain by reflecting points from the greater
rectangular domain defined by the corner points (−25µm,−50µm) and (+25µm, +50µm)
down to the fourth quadrant. This is conveniently done by multiplying by the sign of x
and −y.

The drdt is then encapsuled in a function trajectory that is sent to a built-in Matlab
solver for ordinary differential equations ode45

track = ode45(@trajectory,[0 t_end],[x1; y1; x2; y2],[],f,Hext,Umax,0,r_part);

which returns an object track from which we extract positions x at the times t

t = 0:25e-4:t_end;
x = deval(track, t);

The function deval evaluates the track object returning the bead positions that can
subsequently be plotted together with the channel geometry and magnetic field.
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Abstract

Magnetic and hydrodynamic interactions between magnetic beads in microfluidic magnetic field gradient filters are

compared theoretically and we find that the hydrodynamic interactions are of a longer range and dominate the

magnetic ones. Hydrodynamic interactions aid the capturing of particles tagged with magnetic beads as the particles

drag each other along, possibly easing requirements on magnetic parameters.
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1. Introduction

A promising application for magnetic carriers is
in lab-on-a-chip and microfluidic systems where
specifically functionalized magnetic beads can bind
to and single out biomolecules or cells making up
tagged composite particles. These particles can
then be manipulated by means of magnetic fields.
This is being done routinely in macroscopic
- see front matter r 2005 Published by Elsevier B.V.

/j.jmmm.2005.01.076

onding author. Tel.: +454525 5788;

88 7762.

ddress: cmik@mic.dtu.dk (C. Mikkelsen).
applications (high-gradient magnetic separation)
but potentially is very useful in miniaturized
systems.
The technique has been pioneered by Ahn [1] in

microfluidics and can be used to separate, filter,
and retain species bound to magnetic beads. In
laboratory procedures, separation, purification,
and filtering steps are crucial and it is an important
challenge for lab-on-a-chip development to find
viable methods that can be incorporated into
microfluidic chips.
Magnetic filtering of beads is done by

magnetophoresis where forces arise due to the

www.elsevier.com/locate/jmmm
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inhomogeneous magnetic field created by micro-
structures that are magnetized by either electro-
magnets or a permanent magnet. The structures
are small so that they make large gradients and if
they are made by a soft magnetic material such as
permalloy [1] or nickel [2], the gradients vanish as
the external field is removed. Thus, it is possible to
capture and release particles, and in turn cells or
biomolecules, at will. This can then be combined
with washing and rinsing steps, making up a
specialized laboratory on a single chip.
To design a working system that can be used to

manipulate magnetic beads effectively and effi-
ciently, it is important to understand the capturing
process. Magnetic beads obviously interact mag-
netically but here we bring to attention the fact
that the beads also influence each other through
the motion of the fluid in which they are
suspended. In the following, we will introduce
the magnetic and hydrodynamic (fluid-mediated)
interactions before discussing their relative impor-
tance.
We wish to highlight the importance of hydro-

dynamic interactions in connection with bead
capturing. Although the importance of such
interactions is acknowledged in the chemical
engineering literature in connection with the
settling of particle suspensions (see for example
[3]), it appears to be overlooked in the context of
magnetophoresis. In our opinion, this should be
addressed as hydrodynamic interactions can be
shown to be important on the basis of general
theoretical arguments, Sections 2 and 3. A specific
example of this is the illustrative simulation
featured in Section 4. Hopefully, these observa-
tions can stimulate experimental work investigat-
ing the effects of hydrodynamic interactions.
2. Magnetic interaction

Magnetophoresis is the phenomenon that the
gradient of a magnetic field gives rise to motion of
some object due to a force on the magnetic
moment induced by, for example, the same field.
The induced magnetic moments also give rise to
their own magnetic fields and they can thus
interact.
When magnetizable objects (such as superpar-
amagnetic beads) are immersed in an inhomoge-
neous external magnetic field, ~Hext; they are
attracted to magnetic field extrema (maxima) as
the field gradient acts with a force [4]

~F ¼ m0

Z
ð ~M � ~rÞ ~Hext dV , (1)

where ~M is the magnetization of the object and
where we have assumed that the surrounding
medium is non-magnetic with the permeability of
vacuum.
The presence of magnetizable objects perturbs

the magnetic field which in turn modifies both the
local magnetic field around other magnetizable
objects and changes their magnetization if, for
example, they are paramagnetic. This gives rise to
an effective interaction.
Restricting ourselves to the simple case of just

two objects, we modify Eq. (1) to obtain the force
on bead 1 at ~r1:

~F1 ¼ m0

Z
ðð ~M1 þ d ~M1Þ � ~rÞð~Hext þ d~H2Þ dV ,

(2)

where d~H2 is the modification to the magnetic field
due to bead 2 (at ~r2) and d ~M1 is the change in
magnetization of bead 1 this causes.
The modification, d~H2; of the magnetic field is

to leading order a dipole field and thus falls off as
distance to the power �3. In the following, we
assume that the magnetic beads are spherical and
that the magnetic field is sufficiently homogenous
over the scale of a bead diameter, 2a; that the
modified field is that of a dipole,

d~H2ð~rÞ ¼
w

wþ 3

a3

j~r1 �~r2j
3

	
3ð ~Hextð~r2Þ � ð~r �~r2ÞÞð~r �~r2Þ

ð~r �~r2Þ
2

 

�~Hextð~r2Þ
�
, ð3Þ

where w is the material magnetic susceptibility
[5]. Furthermore, we assume that the external
fields are sufficiently small so that the magnetiza-
tions of the beads depend linearly on the local
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magnetic field,

~M ¼
3w

wþ 3
~H. (4)

These two assumptions mean that the change in
magnetization caused by the presence of a second
bead is inversely proportional to the power �3 of
the separation between the two beads,

d ~M1 ¼ 3
w

wþ 3

� �2
a3

j~r1 �~r2j
3

	
3ð ~Hextð~r2Þ � ð~r1 �~r2ÞÞð~r1 �~r2Þ

ð~r1 �~r2Þ
2

� ~Hextð~r2Þ

 !
.

ð5Þ

From Eqs. (2)–(5), we see that the leading
correction to the total magnetic force on a bead
is that caused by the ðd ~M1 � ~rÞ ~Hext term when
expanding in powers of the separation, ~r1 �~r2;

ðd ~M1 � ~rÞ~Hextð~r1Þ

¼ 3
w

wþ 3

� �2
a3

j~r1 �~r2j
3

	
3ð~Hextð~r2Þ � ð~r1 �~r2ÞÞðð~r1 �~r2Þ � rÞ~Hextð~r1Þ

ð~r1 �~r2Þ
2

 

�ð ~Hextð~r2Þ � rÞ ~Hextð~r1Þ
�
. ð6Þ

This term is of order �3 in the separation, which is
a quite rapid decay with increasing separation,
though acting over a much longer range than an
induced dipole–dipole interaction, for example.
The demagnetization associated with a sphere
limits the influence of the susceptibility; the pre-
factor, 3w2=ðwþ 3Þ2; is bounded above by 3.
Lastly, the term consists of a somewhat compli-
cated derivative taking into account the direction
of the separation vector and the directions of the
external magnetic field at the centre of both
spherical beads and the magnitude of the magnetic
field squared. The important point for the present
is, however, that the interaction term is of order –3
in the separation.
Similarly, the remaining terms from the expan-

sion of Eq. (2) are of fourth order, ð ~M1 � ~rÞd~H2;
and seventh order, ðd ~M1 � ~rÞd~H2; respectively as
d~H2 and d ~M1 each contribute a dependence on
separation to the power �3 and differentiation
contributes an additional power �1. The explicit
forms of these terms are

ð ~M1 � ~rÞd~H2ð~r1Þ ¼ 3
w

wþ 3

� �2
a3

ð~r1 �~r2Þ
4

	 �
15ð ~Hextð~r2Þ � ð~r1 �~r2ÞÞð~Hextð~r1Þ � ð~r1 �~r2ÞÞð~r1 �~r2Þ

j~r1 �~r2j
3

 

þ
3ð~Hextð~r1Þ � ~Hextð~r2ÞÞð~r1 �~r2Þ

j~r1 �~r2j

þ
3ð~Hextð~r1Þ � ð~r1 �~r2ÞÞ ~Hextð~r2Þ

j~r1 �~r2j

!
ð7Þ

and

ðd ~M1 � ~rÞd~H2ð~r1Þ ¼ 3
w

wþ 3

� �3
a6

j~r1 �~r2j
7

	 �
12ð ~Hextð~r2Þ � ð~r1 �~r2ÞÞ

2
ð~r1 �~r2Þ

j~r1 �~r2j
3

 

þ
3ð~Hextð~r2Þ � ð~r1 �~r2ÞÞ~Hextð~r2Þ

~r1 �~r2j j

�
3 ~Hextð~r2Þ

2
ð~r1 �~r2Þ

~r1 �~r2j j

!
. ð8Þ

Again, the power dependences, �4th and �7th
powers, are evident combined with involved geo-
metric factors taking into account magnetic field
orientations at the two beads and the orientation of
the line of separation and the magnetic field squared.
However, the point to note is that the exact form of
these interaction terms is unimportant. What is
always true is that the leading term is of order �3 in
the separation and that this is true for any shape of
bead as the modification of the magnetic field is a
dipole field to leading order. We have tacitly
assumed that the influence on the first bead from
the change of magnetization of the second bead due
to the field from first bead and any such higher order
interactions are negligible as it is of even higher order
in the separation than the leading term above.
3. Hydrodynamic interaction

Movement of a particle such as a magnetic bead
through a viscous liquid creates a disturbance to
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Fig. 1. Real flow (small arrows in white region) due to a point

force (the large vector arrow) parallel to a wall (grey region)

acting on a fluid. In order to fulfil the no-slip boundary

condition at the wall, some image singularities (the grey disk)

are placed behind the wall. This contributes a virtual flow in the

area behind the wall (grey) that cancels the flow due to the real

point force at the wall. The virtual flow is a mathematical device

that does not correspond to actual fluid motion.
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the fluid flow, a kind of wake, that affects nearby
particles, dragging them along. The force acting on
a particle is balanced by viscous forces from the
fluid, transferring momentum to the fluid. Balance
is attained after an acceleration phase typically
much shorter than milliseconds for aqueous media
and micrometre-sized particles.
As the flow in microfluidic channels almost

invariably happens at very low Reynolds numbers,
the motion of fluid under the action of a force
distribution ~f is described by the linear Stokes
equation for fluid velocity ~n and pressure p:

r
@~n
@t

¼ �~rp þ Zr2~nþ ~f , (9)

where Z is the viscosity and r the fluid density.
Mathematically, a Green’s function representing
the flow due to the action of a point force can be
used to describe the influence of a bead being
moved through liquid. For a liquid of viscosity Z;
the flow due to a force ~f at the origin is [6]

~n ¼
1

8pZ

~f

r
þ

ð~f �~rÞ~r

r3

 !
. (10)

This simple expression assumes an unbounded
fluid whereas the flow in a microfluidic channel,
e.g. as part of a lab-on-a-chip, is always near to at
least one wall. The presence of a wall modifies the
flow and this can also be described by a Green’s
function approach [6,7]. In this approach, the wall
contributes image flow singularities; a point force,
a source dipole, and a force dipole, behind the wall
which ensure that the flow fulfils the no-slip
boundary condition. This is illustrated on Fig. 1
where a force (indicated by the dark arrow) is
acting on a particle (dark disk) in the direction
parallel to the wall resulting in a flow (smaller
arrows) that drags fluid along with the particle.
Behind the wall (shaded area) there is a virtual
flow due to the singularities there (grey disk),
ensuring that the flow vanishes at the boundary.
However, the observation we need to make here

is that the perturbation of the flow falls off with
distance to the point force to the power –1. Objects
passively following the flow, such as other beads,
will be moved eventhough they are far away. An
effective force law with a reciprocal distance
dependence is an unusually slow spatial decay,
for example Coulomb’s law from electrostatics has
a one-over-distance-squared force dependence, as
does gravitational attraction. At large distances,
any power –1 force law will dominate any law with
power –2 or lower. Furthermore, the force going
into Eq. (10) is the total external, i.e. magnetic,
force which means that the relative magnitude of



ARTICLE IN PRESS

C. Mikkelsen et al. / Journal of Magnetism and Magnetic Materials 293 (2005) 578–583582
the hydrodynamic and the magnetic interactions
cannot be changed.
Fig. 2. (a) Motion of two beads, A and B (black lines with open

circles), under the influence of a magnetic field gradient

(contours, not equidistant) and a rightward-moving fluid flow

(arrow) but in the absence of hydrodynamic interactions. Parts

of the strips of magnetic material nearest to the channel are

indicated by black rectangles and the channel walls and non-

magnetic surroundings by white rectangles. Bead B is not

caught as the local magnetic field gradient is small and because

the fluid counter flow is too strong. The beads are placed

initially at (20, 33 mm) and (23, 43mm) in a coordinate system

with origin at the channel wall by the centre of the lower

magnetic strip. The figure covers an area 35 mm wide and

110mm high. The maximum flow velocity is 1mm/s. (b) Same

simulation as (a) except that as the beads move they drag fluid

along, in turn dragging each other, so both beads are caught.

When the beads are close, they interact magnetically, however

this is a very small effect and not visible on these figures.
4. Bead motion

It is possible to compare the importance of
magnetic and hydrodynamic interactions by simu-
lation in the simple case of just two beads moving
in a two-dimensional section of an infinitely wide
channel. The magnetic field and field gradient and
the fluid flow are all simulated with the FEM-
LABs finite element software package [8]. We
then solve for the movement of the beads as their
velocity relative to the surrounding fluid is
determined by the sum of the external forces and
viscosity. The external forces are the magnetic
ones from the applied magnetic field and the field
from other beads. With the aid of the Green’s
functions for the flow near a wall, the fluid flow
due to the forces on each bead is calculated and
this, in turn, describes the movement of beads
relative to the fluid channel.
In the simulations, we assume 5 mm beads that

move in a 100 mm wide channel under the influence
of the field gradients generated by strips 10 mm
wide 300 mm long of magnetizable material with
permeability 1000m0; and separated by 40 mm non-
magnetic patches. Applying a magnetic field,
~Hext ¼ 40000 A=m; along their lengths magnetizes
the strips. The channel parameters are chosen so
that they are representative of actual microfluidic
devices. The results are insensitive to the value of
the strip material permeability as long as it is much
larger than that of vacuum, furthermore, the
magnetic field chosen is of the order of magnitude
one can realize with either small electromagnets or
external permanent magnets. Finally, the impor-
tant parameter for capturing is the ratio between
the fluid drag and the magnetic force, i.e. the fluid
velocity over the gradient of the magnetic field
squared.
The motion of two beads is shown in Fig. 2 in

two situations: when there is no hydrodynamic
interaction between the beads, and when there is
one. The beads are placed somewhat apart but
near the centre of the channel where the particle
flux is the highest but the magnetic field gradient
vanishes due to symmetry. In the case without
interactions, one of the beads is not retained
against the fluid flow (1mm/s to the right, water).
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In the latter case, the flow due to the one bead
carries the other bead with it so that both beads
are caught. This illustrates that the presence of
interactions leads to qualitatively different results.
Careful examination of the figure reveals that the
moment the first bead is caught, the flow pattern
changes and the other bead starts following a
slightly different trajectory. These two observa-
tions illustrate the importance of including the
effect on fluid flow due to the motion of other
beads.
Magnetic interaction has been included in the

simulations but it only contributes insignificantly.
It is only the presence or absence of hydrodynamic
interactions that gives qualitative differences.
5. Discussion

The much slower spatial decay of interactions
mediated by fluid flow as compared with the direct
magnetic–magnetic interactions means that the
hydrodynamic interactions cannot be ignored in
studies of the capturing dynamics: the �1 power
law dominates the �3 power law. The fluid flow
due to the motion of beads means that, for
example, beads near symmetry points where
gradients vanish can be driven into higher gradient
regions, speeding up capturing.
We have here only studied the capturing of

bead pairs but it appears reasonable that the
combined effect of many is important and, in fact,
crucial for reducing the requirements on magnetic
parameters.
A complementary approach for studying the
hydrodynamic interactions in capturing is to
model the magnetic beads as a continuous
concentration in the fluid [9]. The equation of
motion for the fluid is then solved with a volume
force density derived from magnetic parameters
and the bead concentration. While we here
consider few beads, the complementary approach
models many. This complementary method does
not include interactions between beads as such but
it incorporates the fluid motion and, with it, bead
convection. With that approach the author of Ref.
[9] finds that fluid motion and particle convection
are major mechanisms in capturing, which is
consistent with our findings above.
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MAGNETIC SEPARATION IN MICROSYSTEMS:  
EFFECTS OF HYDRODYNAMIC INTERACTION 

Christian Mikkelsen, Mikkel Fougt Hansen and Henrik Bruus 
MIC — Department of Micro and Nanotechnology, Technical University of Denmark,  

Building 345 east, DK-2800 Kongens Lyngby, Denmark 
Abstract 
 Entities such as biological macromolecules or cells can be specifically tagged with magnetic 
microbeads to enable simple separation, capturing and purification by means of magnetic fields. We 
find that interactions mediated by the fluid medium greatly help and speed up the capturing process. 
This hydrodynamic interaction is longer range, falling off inversely with distance, than the magnetic 
interaction between magnetic microbeads that falls off inversely with the distance cubed. 
Keywords: magnetic separation, hydrodynamic interaction, micro fluidics 
1. Introduction 
 Specific tagging of analytically interesting material such as biological macromolecules or cells 
by means of magnetic microbeads enables simple separation and purification operations in 
microscopic fluid handling systems. The material binds by biochemical or immunochemical means 
to the beads which can then be manipulated, retained and released by magnetic fields and field 
gradients [1,2]. The magnetic field and field gradient can either be generated by electromagnets or, 
for example, by external permanent magnets giving the field and the gradients being created by 
having submillimetre magnetizable structures in the immediate vicinity of the microscopic fluid 
channel.  
2. Theory 
 Magnetic microbeads are subject to a force when immersed in magnetic field gradients, directed 
towards a local field maximum. The force moves the bead relative to the surrounding fluid, quickly 
reaching a balance with viscous forces effecting a momentum transfer from bead to fluid. This 
momentum transfer makes the fluid flow drag other objects along. 
 Viscosity and the force balance also means that speed relative to the surrounding liquid is 
always proportional to the applied force acting on the bead. Bead trajectories are then calculated by 
integrating the velocities rather than the accelerations.  
 For flows at the low Reynolds numbers relevant in microfluidics, the flow due to a point force 
can be described by a hydrodynamic Green’s function [3]. The presence of a nearby wall modifies 
the flow due to the point force; something that can be taken into account in the Green’s function 
approach as well [3,4]. 
 The flow due to the motion of a bead relative to the surrounding fluid creates an effective 
interaction that is long range; the flow falls off as distance to the minus first power. This is much 
slower than the leading order (dipole-dipole) magnetic interaction that depends on the distance to 
the third power. 
3. Simulations 
 A two-dimensional slice along the length of a 100-µm wide fluid channel was considered. The 
magnetic field was the calculated for a section of a periodic structure of strips 10 µm wide, 300 µm 
long of magnetic material (of relative permeability 1000) immersed in a homogeneous external 
magnetic field of 40000 A/m directed along the strips.  
 Both the magnetostatic and Poiseuille flow problems were solved with the finite element 
method software package FEMLAB [5]. The trajectories of up to twenty 5-µm beads were 
calculated from the magnetic field and from the fluid flow. The fluid flow was constantly updated 



with the changes to the flow due to the motion of the other beads. This takes into account the fluid-
mediated or hydrodynamic interaction. To identify the effects of hydrodynamic interactions, the 
simulations were also carried out without these. 
 The beads are stopped when they reach the sides of the channel, i.e. are captured, or when they 
go out of the simulation domain. These events are then recorded and stored. 
 The beads are started at random positions in the inlet half of the domain and are both flushed by 
the 0.5mm/s left-moving flow and pulled towards the magnets. The starting positions are chosen in 
this manner as to mimic random arrival of beads. If the beads are started only at the inlet and at a 
single time they move collectively which might not be representative of the motion in actual 
experiments. 
4. Results and discussion 
 The simplest and most illuminating way of illustrating the effects of interactions is to study the 
trajectories of some beads as they move either with or without the hydrodynamic interactions. This 
is done in Figures 1 and 2. Started at random positions and looking from their trajectories, the beads 
are caught much faster when hydrodynamic interactions are included than when they are invisible 
to one another. This comes about as interacting beads move collectively; their interaction is neither 
attraction nor repulsion. 
 To get a different illustration, the capturing times in the presence and absence of interactions 
were simulated with random initial positions for up to 30 beads. The capturing times were then 
compared and it was found that interactions speed up capturing by a factor of up to 6, increasing 
with the number of beads. This is shown in figure 3. As is apparent, the more beads the more 
collective movement there is and the greater speed-up on the non-interacting case. 
 The results show that even having a few beads in a microfluidic channel being caught, greatly 
helps capturing, reducing capturing time, or easing requirements on magnetic fields and fluid flows.  
5. Conclusions 
 Our work shows that hydrodynamic interactions influences capturing, speeding it up, and that it 
should be included in studies of capturing. The effect is more pronounced the more particles are 
being captured at the same time. The interactions are long range; falling off as inversely with 
distance.  
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Figure 1. Non-interacting beads: catching 
with a magnetic field gradient. Contours 
(non-equidistant) indicate magnetic field. 
Tracks are beads being caught. The fluid 
flows from the right. Beads near the centre 
do not feel a strong gradient so they move 
slowly. (The circles are at equal times.) 

 
Figure 2. Interacting beads: catching beads 
with a magnetic field gradient in a 
microfluidic channel. Same parameters as 
Fig. 1. Here all beads are dragged along, 
even the ones near the centre. This greatly 
helps capturing. Where the field is already 
strong the difference is insignificant. 

 
Figure 2. Having beads interact as they are caught speeds up capturing. Simulations were 
done with from 1 to 30 beads and the mean capturing time was calculated for 12 different 
runs each with and without hydrodynamic interactions. The ratio of the mean capturing times 
without interactions to the mean capturing times with interactions was then calculated for 
each of the runs (dots). The line is the best linear fit. 
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Microfluidic capturing-dynamics of paramagnetic bead suspensions

Christian Mikkelsen and Henrik Bruus
MIC – Department of Micro and Nanotechnology,

Technical University of Denmark, DK-2800 Kongens Lyngby, Denmark
(Dated: 6 May 2005)

We study theoretically the capturing of paramagnetic beads by a magnetic field gradient in a
microfluidic channel treating the beads as a continuum. Bead motion is affected by both fluidic and
magnetic forces. The transfer of momentum from beads to the fluid creates an effective bead-bead
interaction that greatly aids capturing. We demonstrate that for a given inlet flow speed a critical
density of beads exists above which complete capturing takes place.

PACS numbers: 47.15.Pn, 47.55.Kf, 47.60.+i, 41.20.-q

I. INTRODUCTION

Recently, there has been an increasing interest in using
magnetic beads in separation of, say, biochemical species
in microfluidic systems [1, 2]. The principle is to have
biochemically functionalized polymer beads with inclu-
sions of superparamagnetic nanometersize particles of,
for example, magnetite or maghemite. They attach to
particular biochemical species and can be separated out
from solution by applying external magnetic fields. As
most biological material is either diamagnetic or weakly
paramagnetic, this separation is specific. Paramagnetic
particles in fluids are also used to measure the suscepti-
bility of, for example, magnetically labelled cells by mea-
suring particle capture or motion in a known field [3, 4].

In this paper we study microfluidic capturing of para-
magnetic beads from suspension by modeling the beads
as a continuous distribution [5]. The separation of sus-
pended paramagnetic beads from their host fluid is an
important process as it decides operating characteristics
for practical microfluidic devices. It involves an interplay
between forces of several kinds governing the dynamics of
the process: (a) Magnetic forces from the application of
strong magnetic fields and field gradients. (b) Drag forces
due to the motion of the beads with respect to the host
fluid. (c) The trivial effect of gravity, which we ignore in
the following. We emphasize the effects of bead motion
on the fluid flow as this gives rise to a hydrodynamic
interaction between the beads. As we have noted in a
previous few-bead study, this interaction is more impor-
tant than the magnetic bead-bead interactions [6]. It is
created by drag forces in two steps: First, drag transfers
momentum to the fluid from the beads moving under the
influence of external forces. Second, the modified flow
changes the drag on and thus motion of other beads.

II. MODEL

As sketched in Fig. 1(a) we consider a viscous fluid
(water) flowing in the x direction between a pair of par-
allel, infinite, planar walls. The walls are placed parallel
to the xy plane at z = 0 and z = h, respectively. A
steep magnetic field gradient is generated by a parallel

pair of closely spaced, infinitely long, thin wires along the
y direction separated by d and carrying opposite currents
±I. The system is translation invariant in the y direction
thereby reducing the simulation to a tractable problem in
2D. The simulation domain is defined by 0 < x < L and
0 < z < h with L = 350 µm and h = 50 µm. The wires
intersect the xz plane near (x, z) = (250 µm, 55 µm) just
above the top plate. Paramagnetic beads in suspension
are injected into the microfluidic channel by the fluid flow
at x = 0. They are either exiting the channel at x = L
or getting collected at the channel wall near the wires.

When a suspension of beads is viewed on a sufficiently
large scale compared to the single bead radius a but on
a scale comparable to density variations, we can describe
the distribution of beads in terms of a continuous, spa-
tially varying bead number density c. We consider a sus-
pension of beads with radius a = 1 µm and denote the
initial number density at x = 0 by co. The four basic
constituents of the model are described in the following.

(a)

(b)

(c)

(d)

z

h

0
0 L

x
uo

η = 1 mPa s

% = 103 kg/m3
d

� ⊗−I I

co = 1013 m−3

Id = 2 µAm

co = 1013 m−3

Id = 12 µAm

co = 1013 m−3

Id = 40 µAm

FIG. 1: (a) Sketch of the microfluidic system with L = 350 µm
and h = 50 µm. A suspension of paramagnetic beads enters at
x = 0 with a parabolic Poiseuille flow profile, uo, and leaves at
x = L. Beads are caught by the pair of wires placed 100 µm
from the outlet at the top and carrying currents ±I. (b)–
(d) Simulated stationary density of the beads ranging from
zero (white) to co (black) for increasing values of the current-
distance product Id as indicated. At x = 0 the concentration
is co = 1013 m−3 and the maximum flow speed is 300 µm/s.
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Magnetic force. The beads are paramagnetic with a
magnetic susceptibility χ = 1. In an external magnetic
field Hext(r) the force on such a bead is

Fext = µo

∫

bead

(M ·∇)Hext dV

= 4πµoa
3 χ

χ + 3
(Hext ·∇)Hext (1)

assuming that the bead is so small that we can take the
external field Hext to be approximately constant across
the bead, i.e., a|∇Hext| ¿ |Hext| when determining the
magnetization M.

As mentioned, Hext in this study arises from a pair
of current carrying wires. It is determined in the fol-
lowing manner. From Ampère’s law, we readily find
the magnetic field, H, around a straight circular wire,
H(r) = J × r/(2πr2), where the electrical current vec-
tor J is along the wire orthogonal to the position vector
r which is in the xz plane. The magnetic field from the
two closely spaced anti-parallel wires is found by decreas-
ing the separation d and increasing the current, I = |J|,
while keeping the product Id constant,

Hext =
1

2πr2

(
J× d− 2(J× r)(d · r)

r2

)
. (2)

This together with Eq. (1) yields

Fext = − 2
π

χ

χ + 3
µoa

3(I d)2
r
r6

; (3)

a manifestly attractive central force (from the mid-point
of the wires), independent of the direction of d.

Fluid flow. The beads are suspended in a fluid of vis-
cosity η and density % that is launched at x = 0 with a
parabolic velocity profile, uo, and flows past the wires. In
microfluidics inertial effects are unimportant compared
to drag, so the small beads in suspension almost always
move with constant velocity relative to the fluid. Ex-
cept for acceleration phases shorter than microseconds
the external forces are exactly balanced by drag [7]. The
momentum transfer from beads to fluid is included by
adding a bulk force term, cFext(r) to the Navier–Stokes
equation. This bulk force term is proportional to the
number density c of beads and the magnetic external
force Fext on an individual bead at position r. The ve-
locity u of the fluid is given by

%∂tu + %(u ·∇)u = −∇p + η∇2u + cFext, (4)

along with the incompressibility condition ∇ · u = 0.
Bead motion. To complete the set of equations, it is

necessary to have an equation of motion for the bead
number density c. As the beads neither appear nor dis-
appear in the bulk, c must obey a continuity equation

∂tc + ∇ · j = 0, (5)

where the bead current j is defined by the Nernst–Planck
equation [8]

j = −D∇c + cu + cbFext (6)

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

increasing uo

50 – 1000 µm/s

γcap

β

1.0

0.8

0.6

0.4

0.2

0.0
0 20 40 60 80 Id [µAm]

×105 s−1

4

3

2

1

0
0 20 40 60 80 Id

[µAm]

FIG. 2: The fraction β of beads caught as function of the
current-distance product Id for twenty different flow speeds
(50 – 1000 µm/s; indicated by the arrows). Larger current
leads to higher β; faster flow to smaller β. In this simulation
the initial concentration is low, co = 1013 m−3. Inset: Rate
γcap of bead capture as function of Id, for the flows above.
The faster flow or the larger current, the higher γcap.

with diffusivity D and bead mobility b = 1/(6πηa).
For our spherical beads the diffusivity is given by the

Einstein expression D = kT/(6πηa) which for water at
room temperature equals 2.2× 10−13 m2/s. In the simu-
lations below, however, we artificially increase the mag-
nitude of D in order to stabilize the computations and to
use a coarser mesh and thus save computation time.

Boundary conditions. In addition to the bulk equa-
tions (4), (5), and (6), we need appropriate boundary
conditions. As the beads move out to the walls of the
domain and settle there, merely demanding that the nor-
mal component of the bead current vector j vanishes is
not correct, rather, it must be free to take on any value
as long as it is directed into the wall. As beads do not en-
ter the bulk from the walls (by assumption once settled,
beads stick) we demand that the normal current compo-
nent is never directed into the liquid. For the fluid we
demand the usual no-slip condition at the walls.

At the inlet x = 0 of the microfluidic channel we as-
sume that the fluid comes in with the constant initial
number density co and with a parabolic fluid velocity
profile uo. At the outlet x = L we let the bead current
take on any value, while the fluid pressure is zero.

III. RESULTS

Having set up the equations for bead and fluid motion,
they are solved with the finite element method on a mesh
with ∼ 104 elements refined in the vicinity of the wires.
To this end we employ the finite element solver software
package Femlab [9]. The parameter values for the fluid
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FIG. 3: The fraction β of beads caught versus (Id)2/uo, the
ratio of the current-distance product squared and the fluid
flow velocity. This demonstrates scaling in the competition
between capturing and flushing: the twenty curves from Fig. 2
approximately collapse to one single.

are those of water, η = 1 mPas and % = 103 kg/m3, while
for the beads a = 1 µm and co = 1013 to 1016 m−3.

To study capturing we must keep track of which beads
are captured and which are flushed through the channel
with the flow. This is done by calculating the rates γi

by which the beads are either captured or transported
in/out at each of the four boundary segments i of the
channel (inlet, outlet, upper wall, and lower wall). By
integration of the normal components of the bead cur-
rents along each segment i, we find

γi =
∫

i

j·n d`i. (7)

The rate of capture is γcap = γlower + γupper. In steady
state the conservation of beads enforces γinlet + γcap +
γoutlet = 0, which provides a useful check of the simu-
lation results. The primary control parameters are the
current-wire distance product Id, the maximum fluid in-
flow speed uo, and the bead number density, co. The
product Id decides the magnetic force which captures the
beads against the fluid flow. As we are investigating ef-
fects of bead-bead interaction, our interest is properties
that depend on the bead number density, in particular
those that do so nonlinearly.

Electrical current and fluid flow. The effects of having
electrical wires near, and thus a magnetic field gradient
in, the channel is illustrated in Fig. 1(b)–(d) for three
values of the current-distance product Id. At small val-
ues of Id only a narrow region is emptied but increasing
the current the region expands until it covers the width
of the channel.

A simple measure of the capturing is the ratio β of the
bead capture rate γcap to the bead in-flow rate γinlet,

β =
“capture rate”
“in-flow rate”

=
γcap

γinlet
. (8)
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FIG. 4: Fraction β of beads caught as function of initial bead
number density with and without the bulk force term cFext in
Eq. (4). The fixed values for the current-distance product Id
and the maximum in-flow speed uo are shown. At low densi-
ties less than 50% are caught; at high densities the collective
motion of the beads leads to 100% capture.

If capturing dominates β tends to unity, if flushing dom-
inates β tends to zero. Fig. 2 shows this in that slow
flow and strong current leads to a high β whereas fast
flow and weak current leads to a small value. The rate
γcap of bead capture as function of wire current and flow
velocity is illustrated in the inset of Fig. 2.

If there is a competition between magnetic capturing
and flushing, then we expect that the data can be de-
scribed essentially by the ratio of the magnetic forces to
the inlet fluid flow speed uo. The force is proportional to
the square of the current-distance product Id. In Fig. 3,
we plot the data from Fig. 2 as function of (Id)2/uo and
see that the data mostly collapses onto a single curve.
The collapse is not perfect and is not expected to be as
the underlying flow and bead distribution patterns (see
Fig. 1) are different for different flows and magnetic fields.

Interactions and concentration. The second point we
wish to make is that modification of the overall flow, and
the effective bead-bead interaction this entails, is signifi-
cant for bead capturing. We can study the effect by ex-
cluding momentum transfer to the fluid flow due to the
bulk force term cFext in the Navier–Stokes equation (4).
At high bead number densities the force acting on the
beads contributes a significant force on the fluid affect-
ing fluid flow and spawning the effective interaction. The
strength of this interaction must thus depend on the den-
sity of particles. This is illustrated in Fig. 4; capturing
was simulated at fixed in-flow speed, uo = 300 µm/s,
and a fixed value of the current-wire distance product,
Id = 8 µAm, but for varying bead number densities co

ranging from 1013 to 1016 m−3. At low densities we find
that capturing is roughly independent of density and the
fraction β of beads captured has some intermediate value,
however, for high densities all beads are caught. In con-
trast, leaving out the bulk force term cFext in the Navier–
Stokes equation, i.e., the force acting on the fluid, gives



4

 
 

 
 

 

  
 

 
 

0

0.1

0.2

0.3

0.4

0.5

0.6 ∆β = βincl − βexcl
0.6

0.4

0.2

0.0

1016

1014

0

20

40
co [m−3] Id [µAm]

uo = 300 µm/s
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bulk force term cFext in the Navier–Stokes equation (4). At
high concentrations (co > 1015 m−3) there is an apprecia-
ble difference between including and excluding the bulk force
term, corresponding to hydrodynamic bead-bead interactions.

concentration independence as shown in Fig. 4.
As can be seen in Fig. 5, a complementary way of ex-

hibiting the importance of the bulk force term is to plot
the difference ∆β = βincl − βexcl between including and
excluding cFext as a function of concentration and the
current-distance product. This shows that interactions
makes an appreciable difference at high concentrations
and intermediate magnetic fields.

Diffusion constant. Even for the small beads of radius
a = 1 µm, the diffusion constant given by the Einstein
relation is small compared to the dimensions entering the
problem. The time-scale for a bead to diffuse across the
channel is τdiff ∼ h2/D. If we are to see the influence of
diffusion competing with bead advection, then the rele-
vant quantity is the Péclet number hu/D which is advec-
tion time-scale τadv ∼ h/u over the diffusion time-scale.
When this number is larger than unity, which it is except
for artificially large diffusion constants, then convection
dominates. In the simulations the diffusion constant is
increased artificially up to 10−11 m2/s in order to help

numerical convergence. But we have verified that values
smaller than 10−10 m2/s have no influence on the results.

IV. DISCUSSION AND CONCLUSION

We have studied microfluidic capture of paramagnetic
beads in suspension. The three main findings of work are:
the approximate scaling shown in Fig. 3, the existence of
a critical bead density for capture shown in Fig. 4, and
the qualitative difference for capturing between models
with and without the hydrodynamic bead-bead interac-
tion shown in Figs. 4 and 5.

Clearly, it is very important for the capture process to
include the action of the beads on the host fluid medium.
Simply leaving it out can give qualitatively wrong results
for high concentrations of beads. This casts some doubt
on the measurement of cell susceptibility through captur-
ing as it depends on cell concentration [3, 4]. Deduction
of susceptibilities from single bead or cell considerations
together with measurements at high bead or cell concen-
tration is suspect. Care must be taken to compare with
standards of known and similar susceptibility, size, and
concentration.

The effective bead-bead interaction greatly helps cap-
turing. It should make detectable differences depending
on whether there are a few or hundreds of particles in a
channel at a time in actual experiments especially when
the flow and magnetic field are such that the beads are
barely caught one by one. This interaction should be
considered when choosing operating conditions for mi-
crofluidic devices based on capturing of beads as higher
bead number densities potentially eases requirements for
external magnets and allows faster flushing. We hope
that experimental studies will be initiated to verify this
prediction of our work.
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