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Abstract

In this thesis numeric models simulating �rst order acoustic �elds in a Newtonian �uid domain

bounded by a solid and an actuating surface are presented. The numeric models are used to inves-

tigate boundary conditions commonly used in micro�uidic simulations to model either pressure

or velocity �elds along �uid-solid interfaces. The conditions are; 1) The hard wall condition,

used to model �uid-solid interfaces assumed to not yield due to �uid pressure. 2) The lossy wall

condition, used to model �uid-solid interfaces that yield, based on an the relation between the

�uid and solid acoustic impedances.

By comparing the acoustic �elds resulting from simulations coupling linear elasticity and

�uid dynamics along interfaces, with simulations relying solely on �uid dynamics and aforemen-

tioned approximative boundary condition along boundaries, the validity of said approximations

can be investigated.

The validity of the boundary conditions are found to depend on �uid and solid geometries

as well as resonance with regards to the �uid-solid system. The hard wall was found to be a

reasonable approximation solid domains were thick, and the system was actuated o�-resonance

with regards to the solid structure. The lossy wall condition was found to be a misrepresentation

of the physical conditions along PDMS-solid interfaces. No cases in which the lossy case was

truly representable were found.

The outcome of a six week stay at the Micro�uidics Research Group headed by Bjørn T.

Stokke, at the Norwegian University of Technology and Science (NTNU) is also presented, in

the form of an automation software to be used for experiments to validate the numerical model.

The software accommodates easy experiment control, automation and data acquisition, enabling

high experimental resolution and good repeatability of experiments.
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Resumé

I denne afhandling præsenteres nummeriske modeller til at simulere første ordens akustiske fel-

ter i en newtonsk væske, omkranset af et fast stof og en over�ade i bevægelse. De nummeriske

modeller bruges til at undersøge randbetingelser der ofte anvendes i mikro�uidiske simuleringer

til at modellere tryk eller hastighedsfelters værdi langs randemellem væsker og faststo�er. Rand-

betingelser er 1) Hård væg betingelsen som bruges til at modellere væske-faststof rande hvor det

faste stof ikke giver sig for væsketrykket. 2) Vægmed tab betingelsen, som bruges til at modellere

væske-faststof rande der giver sig, baseret på forholdet mellem væskens og faststo�ets akustiske

impedans.

Ved at sammenligne de akustiske felter fundet vha. simuleringer der kopler lineær elasticitet

og strømningsdynamik langs rande, med simuleringer der udelukkende bygger på strømnings-

dynamik og de førnævnte randbetingelser langs væskerande, kan randbetingelsernes validitet

undersøges.

Validiteten viser sig at være afhængig af geometrien af væskens og faststo�ets geometri og

resonans i systemet. Hård væg betingelser er en rimelig approksimation når faststo�et er tykt

og når systemet ikke påvirkes ved resonans. Væg med tab betingelsen viser sig generelt ikke at

være en god approksimation, og ingen tilfælde hvori det modsatte gælder er fundet.

Yderligere præsenteres udbyttet af et seks uger langt ophold ved afdelingen ’NTNUMikro�u-

idikk’ ledet af Bjørn T. Stokke, ved Norges Teknisk-Naturvitenskapelige Universitet (NTNU), i

form af et program til at automatisere forsøg, der skal bruges til at validere den nummeriskmodel.

Programmet lader brugere styre og automatisere eksperimenter og dataopsamling, hvilket giver

en god eksperiment-opløsning og repetérbarhed.

v



vi RESUME



Preface

Preface

This thesis is submitted as partial ful�lment of the requirements for obtaining the degree, Master

of Science in Engineering Design and Applied Mechanics at the Technical University of Den-

mark (DTU). The thesis was written at the department of Physics at the group of Theoretical

Micro�uidics (TMF), headed by Professor Henrik Bruus. The work carried out for the thesis was

conducted from the 31. of August 2015 to March the 18. of March 2016 and corresponds to a

workload of 35 ECTS points. From from the 26th of October to the 6th of December 2015, exper-

imental work was carried out at the NTNU Micro�uidics Group headed by Bjørn T. Stokke, at

the Norwegian University of Science and Technology (NTNU).

The work carried out for the thesis is comprised of a theoretic and an experimental sec-

tion. The theoretic work mainly consists of creating a numeric model with which the validity

of commonly used boundary conditions is investigated. The experimental section is primarily

focused on the process of developing a piece of software to ease experiments, with a view to

experimentally verify the numeric model.

First and foremost I would like to thank Henrik Bruus, for his impressive dedication to all his

students and his patience in teaching a mechanical engineer such as myself to better understand,

and truly appreciate, physics. I would also like to thank the rest of the TMF group for perfectly

exemplifying the open-door policy, particularly PhD students Jonas Karlsen and Mikkel Ley who

have unfailingly been encouraging and willing to take a quick discussion on physics.

I also owe a great thanks to professor Bjørn T. Stokke of the Micro�uidics Research Group at

NTNU for letting me come work alongside his group. I would also like to thank the members of

the group, particularly Jonas M. Ribe and Ole-Andreas Kavli for including me in their work and

the rest of the group for including me socially from day one, and giving me an warmer welcome

than I could have imagined.

Nils Refstrup Skov

Department of Mechanics

Technical University of Denmark

March 18 2016

vii



viii PREFACE



Contents

List of �gures xii

List of tables xiii

List of symbols xv

1 Introduction 1

1.1 Introduction to surface acoustic waves . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Thesis contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Physics of microdevices driven by surface acoustic waves 7

2.1 Fluid Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Linear Elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Piezoelectricity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Coupling governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.5 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.6 Acoustic scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.7 Material properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Numerical modelling in COMSOL 19

3.1 Device used as model basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Weak formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 Modelling steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.4 Model validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 List of assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 Experiments 31

4.1 Device and set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.2 Factors in�uencing experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.3 Relating experiments to numeric model . . . . . . . . . . . . . . . . . . . . . . . 43

5 Automation program 47

5.1 LabVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.2 Program development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

ix



x CONTENTS

5.3 Supplemental programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6 Numerical and experimental results 61

6.1 Comparison methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.2 Boundary condition validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.3 Network analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7 Conclusion and Outlook 75

7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

A Manuscript on PDMS hydrophilicity testing submitted to tips on chips 77

Bibliography 83



List of Figures

1.1 Sketch of the modelled microdevice . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 IDTs on a piezoelectric medium. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Surface acoustic wave interference. . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Domains of interest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Illustration of the coupling between governing equations. . . . . . . . . . . . . . 11

3.1 Sketch of the device being modelled. . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Coupling compliance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 Fluid domain mesh re�nement study. . . . . . . . . . . . . . . . . . . . . . . . . 27

3.4 Qualitative result study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1 Mask designs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.2 Assembled device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.3 Normalized velocity contour plot for various cross-sectional dimensions . . . . 37

4.4 IDT Scattering parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.5 Flow scenarios for varying �ow ratios . . . . . . . . . . . . . . . . . . . . . . . . 41

4.6 Experiment factor balancing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.1 Text-based programming vs LabVIEW. . . . . . . . . . . . . . . . . . . . . . . . 48

5.2 Front panel and block diagram example . . . . . . . . . . . . . . . . . . . . . . . 48

5.3 Program concepts in consideration . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.4 VI to control syringe pump . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.5 Flow chart of manual and automated run modes . . . . . . . . . . . . . . . . . . 55

5.6 SubVI illustrating image naming operation . . . . . . . . . . . . . . . . . . . . . 56

5.7 Automation program front panel . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.8 Supplemental LabVIEW tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.1 Instantaneous and absolute values . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.2 Radiation force dependencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.3 Hard wall thickness dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.4 Hard wall thickness dependence at resonance . . . . . . . . . . . . . . . . . . . 66

6.5 Displacement and pressure responses . . . . . . . . . . . . . . . . . . . . . . . . 67

6.6 Lossy wall thickness dependence . . . . . . . . . . . . . . . . . . . . . . . . . . 69

xi



xii LIST OF FIGURES

6.7 Lossy wall thickness dependence at resonance . . . . . . . . . . . . . . . . . . . 70

6.8 Imposed boundary condition versus actual condition . . . . . . . . . . . . . . . 71

6.9 LabVIEW network analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73



List of Tables

3.1 Numeric model dimensions and actuation parameters . . . . . . . . . . . . . . . 21

3.2 COMSOL notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3 List of assumptions made in the numeric model . . . . . . . . . . . . . . . . . . 29

4.1 Experiment dimensions and actuation parameters . . . . . . . . . . . . . . . . . 32

4.2 Factors a�ecting experimental results . . . . . . . . . . . . . . . . . . . . . . . . 35

4.3 Di�usion lengths for a selection of �ow rates and particle sizes . . . . . . . . . . 42

5.1 User needs and their corresponding target speci�cations. . . . . . . . . . . . . . 50

5.2 Target speci�cations grouping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.1 Domain dimensions and actuation parameters . . . . . . . . . . . . . . . . . . . 64

xiii



xiv LIST OF TABLES



List of symbols

Symbol Description Unit

f Frequency Hz

ω = 2πf Angular frequency s−1

i =
√
−1 The imaginary unit

e Euler’s number

ρ Mass density kg m−3

p Pressure Pa

v Velocity vector ms−1

c0 Sound velocity of water ms−1

v Velocity magnitude m s−1

σf Cauchy stress tensor Pa

τ Deviatoric stress tensor Pa

f Body force density N m−3

g Gravity N kg−1

η Dynamic shear viscosity kg m−1 s−1

ν Kinematic shear viscosity m2 s−1

β Ratio between shear and dilatational

viscosities

ǫ Perturbation scale

v1 First order velocity �eld ms−1

p1 First order pressure �eld Pa

ρ1 First order mass desnity �eld kgm−3

Fdrag Particle velocity relative to second or-

der velocity �eld

m s−1
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Chapter 1

Introduction

Micro�uidics is the study of �uid motion in sub-millimetre dimensions, usually realized in so-

called microdevices. Due to small length scales and low velocities, inertia is largely negligible

in micro�uidics and viscous forces dominate the �ow picture. Flows dominated by viscosity are

laminar, making them highly predictable. The combination of micro�uidics with acoustics is a

�eld termed acousto�uidics. Particles in �uid suspension will undergo acoustophoresis in the

presence of acoustic �elds, as scattering of these give rise to an acoustic radiation force. The

magnitude and direction of said force is dependent on the particle’s mechanical properties; size,

shape, compressibility and density [2, 6, 3]. Due to the speci�city of the force acousto�uidics

enable precise particle manipulation, particularly useful for biotechnological applications. Due

to the small necessary sample volumes and form factor of micro�uidic devices, acousto�uidics

show a great promise to replace some of the current bulk processes in biotechnology, e.g. blood

sample puri�cation[4].

While acoustic �elds can be introduced in a number of ways, this thesis will focus on acoustic

�elds in microdevices induced by surface acoustic waves. Speci�cally a numerical model and tools

to experimentally verify saidmodel will be introduced. Themodellingwill be a 2D representation

of a microdevice, as shown in Fig. 1.1.

The following contains a short introduction to surface acoustic waves; how they are realized,

how they create acoustic �elds in micro�uidic devices, the application of these �elds in particle

Solid

Fluid
Actuating surface

Figure 1.1: Sketch of the modelled microdevice. The modelled device is a rectangular �uid do-

main, partially encased by a solid domains. Both domains are bounded downwards by a surface

along which surface acoustic waves propagate. Kinetic energy is transferred from the surface

wave to the �uid and solid domains, giving rise to acoustic �elds dependent of surface acoustic

wave frequency and amplitude.

1



2 CHAPTER 1. INTRODUCTION

migration and what approaches are used to numerically model such devices. This is followed by

a brief introduction to the contents of each of the following chapters.

1.1 Introduction to surface acoustic waves

Surface acoustic waves - henceforth SAWs - are mechanical waves that primarily propagate along

the surface of an elastic material. The waves are composed of a longitudinal compression motion

coupled with a transversal shear motion. As SAWs are evanescent in the depth of the material,

the energy is largely localized at the surface - unlike bulk acoustic waves, wherein the energy is

distributed throughout thematerial. As theywere initially described by Lord Rayleigh in 1885 [5],

they are no new phenomenon and SAW-devices have a wide array of applications in electronics

and measurement devices. However, it is only in recent years that SAWs have been introduced

to the �eld of micro�uidics, where they are used to manipulate �uids and suspended particles in

a number of ways.

One way to realize SAWs is via piezoelectricity. Piezoelectricity is the coupling between an

electrical charge and an applied mechanical stress, due to the asymmetric, crystalline structure of

a material. Applying a stress to a piezoelectric material, e.g. quartz creates an electrical charge in

the material via the direct piezoelectric e�ect. Vice versa applying a charge causes stress, due to

the inverse or converse piezoelectric e�ect. The magnitude of the resulting charge or stress is de-

pendent on the orientation of the crystalline structure of the material as described by a coupling

tensor. While many materials exhibit piezoelectric behaviour, years of research have resulted in

synthetic materials with coupling coe�cient far surpassing naturally occurring materials.

Due to the very small relaxation time scale of the piezoelectric e�ect (≈ 10 ns), piezoelec-
tricity is well suited for generating SAWs with frequencies up to the GHz scale. Interdigital

transducers (IDTs) are etched onto a piezoelectric material as shown on Fig. 1.2. By applying

an alternating voltage to the IDTs, the piezoelectric material will periodically contract and ex-

pand. The longitudinal movement between �ngers will result in an transversal movement, i.e.

a contraction between two �ngers will cause an expansion in the direction pointing out of the

IDT-plane. This combination of longitudinal and transverse motion is a surface acoustic wave,

which will propagate away from the IDT along the surface of the substrate. Placing two IDTs

parallel to each other will cause interference as two SAW waves propagating toward each other,

causing a standing surface acoustic wave (SSAW) - see Figs. 1.3. For two SAWs with the same

frequency, stationary displacement nodes and antinodes will form. At nodes, no displacements

take place, while antinodes are the points at which the maximum displacement amplitude can

be observed.

By having a SSAW in contact with a �uid, acoustic �elds will form within the �uid. Fluid

in contact with the excited substrate is set in motion, which spreads to the rest of the �uid,

forming aforementioned �elds. The features of these �elds depend on a number of factors, such

as channel geometry and material, as well as the character of the standing surface acoustic wave.

The material surrounding the �uid is of importance as an encasing may re�ect energy back in to

the �eld. The harder the material, the more re�ection and thus lower dissipation of energy out

of the �uid.
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Figure 1.2: Interdigital transducer etched on to a piezoelectric medium. (a) Interdigital transduc-

ers are made by etching deposits of gold in �ngerlike electrodes closely aligned without being

in contact. (b) Applying a radiofrequency signal of a resonant frequency generates periodic con-

traction and elongation, causing a surface acoustic wave to form, which propagates beyond the

interdigital transducer. The wavelength of the generated surface acoustic waves is four times the

width of electrode �ngers. Note that the drawing is stylized and not to scale.

The pressure and velocity �elds appearing in the �uid are what occasion the possibility of

particle manipulation. Due to scattering of the two �elds, particles suspended in the �uid will

experience a radiation force Frad ∝ a3 [2, 3, 6], as described in section 2.6. This force will move

particle towards equilibrium positions within the �uid, based on their mechanical properties.

By combining �elds with speci�c retention times, suspended particles can in e�ect be sorted

based on their size. For a polydisperse solution large particles will more quickly assume equilib-

rium positions. Limiting the time particles are a�ected by the �elds will hence have the a�ect

that particles below a given cut-o� size will not have had time to move to equilibrium positions,

in theory sorting above and below the cut-o� point from each other. Due to the plethora of fac-

tors a�ecting a device functioning as the one described above, a complete numeric model is quite

complex. Hence, the literature is abundant with applied simpli�cations. Examples include sim-

ple analytical expressions to describe particle movement [7, 8, 9], simpli�ed expressions of the

acoustic radiation force [10, 11, 12], analytical expressions to represent saw-actuation [1, 13, 12],

replacing surrounding material with boundary conditions in simulations [1, 12], etc.

Although several in�uential factors exist, this thesis focuses primarily on the e�ect of the

factors mentioned previously: channel geometry and material, and characteristics of the applied

standing surface acoustic wave. This is primarily done by way simulation. A numerical model is

created to obtain acoustic �elds within a microchannel when a SSAW is applied, examining the
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Surface acoustic wavesDisplacement nodes

Displacement antinodes Standing SAWy

z

(a) At a given time, t = t0 two harmonic waves

will have complete destructive interference, can-

celing all displacement.

Surface acoustic wavesDisplacement nodes

Displacement antinodes Standing SAWy

(b) At a later time, t = t0 + φ, the waves will be
completely in phase for complete constructive

interference, leading to maximum amplitude.

Figure 1.3: Standing surface acoustic wave resulting from interference. Two SAWs of equal am-

plitude propagating towards each other interfere, ranging from maximum destructive interfer-

ence (a) to maximum constructive interference (b), causing a standing surface acoustic wave to

form. At displacement nodes, no transversal movement is observed, while maximum amplitude

is observed in displacement antinodes. While the movement of the substrate is more complex -

consisting of longitudinal and transversal displacements - the principle is the same.

e�ect of boundary condition simpli�cations. Experiments performed were planned to be carried

out, at theNorwegianUniversity of Science and TechnologyNTNUMicro�uidics ResearchGroup

headed by Bjørn T. Stokke, to verify the numeric model. To this end, a program was developed

in LabVIEW to automate experiments. However, due to technical di�culties not related to the

program, veri�cation experiments have yet to be carried out.

1.2 Thesis contents

Chapter 2: Physics of micro�uidic devices driven by surface acoustic waves

The governing equations of motion in a �uid, a solid and a piezoelectric substrate are outlined.

Additionally, their coupling, possible simpli�cations of this, and some general material consid-

erations are described.

Chapter 3: Numerical modelling

A 2D representation of a micro�uidic device is introduced as the numerical model. An introduc-

tion to the �nite element method and the weak formulation is given. The implementation of the

governing equations and boundary conditions as weak formulations in COMSOL is explained.

Mesh re�nement studies of the �uid and of the solid are introduced to verify the model.

Chapter 4: Experimental Work

The experimental work done at NTNU is presented. The process from experiment design to �nal

execution is presented. The chapter mainly serves as an introduction to the necessity of the

software described in chapter 5, and as a description of the physical counterpart of the numeric

model.
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1.2.1 Chapter 5: Automation program

An piece of software developed to ease experimentation at the NTNU group is presented. The

software is developed in the programming environment LabVIEW, which will brie�y be pre-

sented. The work involved in creating the software is presented in the form of a product devel-

opment process. The intended functionality of the software itself is discussed, while the techni-

calities of programming will be largely untouched.

Chapter 6: Numerical and experimental results and comparison

Based on simulations the commonly employed boundary condition ’hard wall’ and the ’lossy

wall’ condition employed by Ref. [1] are discussed. This includes an analysis of the validity

of the condition, based on geometries, materials, and SAW characteristics. Particle tracing is

introduced, as a possible application of the numerical model. In addition some preliminary ex-

perimental results are presented.

Chapter 7: Conclusion and Outlook

Conclusions based on the numerical and experimental work are presented. Future improvements

of both are discussed.
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Chapter 2

Physics of microdevices driven by

surface acoustic waves

This chapter describes the governing equations of the micro�uidic device modelled in the the-

sis, and the coupling of said governing equations. The governing equations describe the physics

of three domains as shown in �gure 2.1; (i) a viscous �uid, (ii) a linearly elastic solid, and (iii) a

piezoelectric material. The implementation of the governing equations in a numerical model will

be discussed in Chapter 3. Additionally, acoustic scattering in the �uid domain and mechanical

properties of the materials used are described.

In the following, all �elds are considered from an Eulerian frame of reference, i.e. �eld values

are evaluated at di�erent times in �xed spatial coordinates r. Regarding time-dependence, all

�elds are considered to be harmonic with an angular frequency ω = 2πf , where f is the actua-

tion frequency of the SAW. For ease of reading, the spatial and temporal dependence of �elds is

henceforth implicit, e.g: p = p(r) · e−iωt.

Physical values of �elds with a harmonic time-dependence are given as

pphysical(r, t) = Re
[
p(r) · e−iωt

]
. (2.1)

where Re[ζ] = α denotes the real part of the complex number ζ = α+ iβ.

Partial derivatives are denoted using the notation ∂
∂x

= ∂x. As the �elds are harmonic the

time derivative is of course; ∂t = −iω.

2.1 Fluid Dynamics

The governing equations are the continuity equation - Eq. (2.2a) - and the Cauchy momentum

equation equation - Eq. (2.2b) - which holds for any continuum. As a constitutive equation, a lin-

ear relation between pressure and density is assumed - Eq. (2.2e). The equations relate the scalar

�elds pressure p, and density ρ, with the vector �eld velocity v. The temperature is assumed a

constant 298 K throughout the �uid domain.

7
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Figure 2.1: Domains of interest. The governing equations of three domains dictate the physics of

SAW-driven microdevices. The solid domain Ω1, with �eld us governed by Eq. (2.10). The �uid

domain with �elds p, ρ, and v governed by Eq. (2.2). The piezoelectric domain with �elds upz

and e, governed by Eq. (2.11)

∂tρ = −∇·(ρv) (2.2a)

ρ∂tv + v ·∇v = ∇·σ + ρg (2.2b)

σ = −pI + τ (2.2c)

τ = η (∇v + (∇v)T ) + (β − 1) η (∇·v) I (2.2d)

p = c20ρ (2.2e)

where η is the dynamic shear viscosity of the �uid, β is the ratio between the shear viscosity and

the dilatational viscosity, σ is the Cauchy stress tensor, τ is the deviatoric stress tensor - both of

a Newtonian �uid, g is the body force density, and c0 is the speed of sound of the �uid.

One may be tempted to assume that inertial e�ects can be neglected on grounds of small char-

acteristic length scales and low velocities. While this is true for most micro�uidic �ows driven

by pumps, the velocities induced by acoustics can easily be too high to ignore inertial e�ects.

As section 2.6 will show, the non-linear term vanishes nonetheless in acoustics. For simplicity a

single, uniform liquid is considered and no exterior �elds are applied. Consequentially the only

possible body forces are gravity and bouyance, which with good approximation cancel out. A

non-uniform density distribution will appear as can be seen in section 2.6. However, due to the

high actuation frequencies of the SAW, the time scale of these �uctuations is very small. This

combined with the marginal changes in density, justi�es the exclusion of gravitation forces on

the liquid. Given these simpli�cations - and the time harmonic nature of the �elds - Eq. (2.2b)

simpli�es to Eq. (2.3), similar to the unsteady or time-dependent Stokes �ow, albeit with inertial
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terms included

−iωtρv −∇·σ = 0 (2.3)

First order Acoustics

In order to linearize the governing equations perturbation theory is employed. Initially a quies-

cent liquid is considered, i.e. no �ow, even pressure and density distribution.

∂α ρ0 = 0 ∂α p0 = 0 v = 0 ∂αv = 0 (2.4)

where α = x, y, z, t. If subjected to a small perturbation, the acoustic �elds can mathematically

be described as:

ρ = ρ0 + ǫρ1 p = p0 + ǫp1 v = ǫv1 (2.5)

where ǫ = ρ1/ρ0 is a scale of the smallness of the �rst order velocity �eld. A requirement for the

validity of perturbation theory is that perturbations are small, e.g. ǫ ≪ 1. Reasonable values in
micro�uidics are≈ 10−5 − 10−4 ≪ 1, leading to a good validity of the application of the theory

in micro�uidic acoustics. Inserting Eqs. (2.4) and (2.5) into Eqs. (2.2a) and (2.3) while utilizing

Eq. (2.2e) yields:

∂t(ρ0 + ǫρ1) = −∇·[(ρ0 + ǫρ1)ǫv1] (2.6a)

(ρ0 + ǫρ1)∂tǫv1 + ǫv1 ·∇ǫv1 = ∇·σ1 (2.6b)

σ1 = −(p0 + ǫp1)I + τ 1 (2.6c)

τ 1 = η
[
ǫ∇v1 + (ǫ∇v1)

T
]
+ (β − 1) η (ǫ∇·v1) I (2.6d)

Collecting only terms of the �rst order, and dividing by ǫ yields:

∂tp1 = −ρ0c
2
0∇ · v1 (2.7a)

ρ0∂tv1 = ∇ · σ1 (2.7b)

With appropriate boundary conditions, the �rst order acoustic �elds, p1, ρ1,v1 can be fully

determined with Eq. (2.7). The applied boundary conditions depend the model, as discussed in

sections 2.4 and 2.5.

Similarly perturbation theory can be used to calculate �elds of increasing orders. In acoustics,

second order �elds are used when e�ects on a slower time scale must be taken into account. The

second order �ow is called streaming �ow. Streaming �ows generally have low velocities - and

hence low Reynolds numbers - so drag induced on particles from them can be estimated as the

Stokes drag

Fdrag = 6πηaṽ2, (2.8)

where ṽ2 is the particle velocity relative to the streaming �ow velocity.

Second order �elds are not in the scope of this thesis as they do not in�uence �rst order �elds and

consequently have no merit in discussing the validity of boundary conditions. Their existence

does, however, limit the validity of the size of particles in the particle tracing method described

in section 2.6.
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2.2 Linear Elasticity

The equation of motion in linear elastics is derived from Cauchy’s momentum equation. Instead

of the viscous �uid stress tensor of Eq. (2.3), an isotropic solid stress tensor is de�ned. This tensor

is de�ned based on strain using displacements rather than velocities, so the �eld of interest is u.

In an isotropic material, the stress tensor can be de�ned using any 2 of a number of constitutive

constants, relating stress and strain states. The stress tensor used - Eq. (2.9b) - is based on the

longitudinal cL,s and transverse cT,s speeds of sound of a solid.

ρs∂t
2us = ∇·σs + ρg (2.9a)

σs = ρ
[
c2T,s(∇us +∇uT

s ) + (c2L,s − 2c2T,s)(∇·us)I
]

(2.9b)

The �eld us has the same harmonic time-dependence as the acoustic �elds of the �uid, and

body forces are neglected in the solid, simplifying Eq. (2.9a) to Eq. (2.10),

−ρsω
2us = ∇·σs (2.10)

As no non-linear terms appear in Eq. (2.10), the expression can be readily implemented in

the numerical modelling when boundary conditions are implemented along all boundaries. It

should be noted, that linear elasticity is only valid for small deformations, and a linear stress-

strain relationship.

2.3 Piezoelectricity

The governing equations of the piezoelectric substrate are the linear stress-charge constitutive

equations, adapted from [14]. The equations - Eqs. (2.11a) and (2.11b) are modi�ed versions of

the cauchy momentum equation and the constitutive relation between electric displacement and

electric �eld, d = ǫe = ǫ∇φ. The modi�cation is mediated by the third-order piezoelectric

coupling tensor P, which appears in both equations, adding a electrostatic potential term to the

stress tensor and a strain term to the electric displacement.

ρpz∂
2
t upz = ∇·σpz , (2.11a)

∇·dpz = 0 , (2.11b)

σpz = Σ : γ + P
†
∇φ , (2.11c)

dpz = P : γ − ǫ∇φ , (2.11d)

where Σ is the fourth-order sti�ness tensor P † is the hermitian of conjugate transpose of P , and

colon ’:’ is the inner tensor product.

In this thesis, the piezoelectric substrate will not be modelled. Rather, the displacement along

the surface of the substrate will be modelled as an analytical expression. While this may not

accurately represent the motion of the substrate, it is implemented as the main focus is not on

the piezoelectric e�ect, but rather the wall boundary conditions.
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2.4 Coupling governing equations

The coupling between the three domains are shown in 2.2, using the subscripts s, f and pz as

short-hand for solid, �uid and piezoelectric substrate. Note that in order to be fully determined

boundary conditions must be applied at the outer boundaries of the solid and the substrate.

In e�ect, a coupling between two domains is imposed as two one-way boundary conditions,

one acting from each domain toward the other. This means that 6 boundary conditions must be

imposed to fully couple the three domains, as three domain-domain interfaces exist; �uid-solid,

�uid-substrate, and solid-substrate. For each coupling described below, there are two possible

sets of boundary conditions, as each coupling can go either way.

Polymer

Fluid

Piezoelectric substrate

Figure 2.2: Illustration of the coupling between governing equations.

Γi couples the solid displacement with the �uid velocity; v = ∂tus.

Γj couples the �uid pressure to the solid pressure; n · σf = n · σs

Γk couples the displacement of the piezoelectric substrate to the �uid velocity; v = ∂tupz .

Γl couples the �uid pressure to the pressure of the piezoelectric substrate: n · σf = n · σpz
Γm couples the displacement of the piezoelectric substrate to solid ditto; us = upz .

Γn couples the solid pressure to the pressure of the piezoelectric substrate; n · σs = n · σpz.
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Fluid-solid interface

Along the �uid-solid interface, a no-slip condition is imposed. This means that the velocity of

the �uid must match the velocity of the solid both tangentially and normally.

From the perspective of the solid, the coupling is implemented as a stress continuity across the

interface. The conditions are shown in Eq. (2.12).

Γi :v = ∂tus = −iωus (2.12a)

,Γj :ns · σs = ns · σf . (2.12b)

Fluid-substrate interface

The coupling of the �uid-piezo interface is the same as the �uid-solid interface. Eq. (2.13) show

the boundary conditions.

Γk :v = ∂tupz = −iωupz (2.13a)

,Γl :npz · σpz = npz · σf . (2.13b)

Solid-substrate interface

The coupling of the solid-piezo interface is very simple. As the solid is assumed to adhere per-

fectly to the substrate the displacements must be equal along the interface. Also stress must be

continuous along the interface. Eq. (2.14) show the boundary conditions.

Γm :us = upz , (2.14a)

Γn : npz · σpz = npz · σs . (2.14b)

2.5 Boundary conditions

Including the piezoelectric substrate and the solid surrounding the �uid in numerical models

can be computationally heavy - and give rise to numerical di�culties for some materials, as

mentioned in section 2.7. Hence, many numerical models in the literature solely model the �uid

domain and replace Γi and Γk in Fig. 2.2 with boundary conditions, to emulate the interactions.

For Γi one of three boundary conditions - depending on the interfacing material - are usually

applied; soft wall, hard wall, lossy wall, as shown in Eqs. (2.15c), (2.16b) and (2.17e) [15].

Soft Wall

The soft wall condition is used to model �uid-air interfaces, and interfaces between �uids and

encasings of negligible width. Along such an interface, the acoustic pressure of the �uid must

match the pressure of the surroundings;

p = p0 + p1 = patm (2.15a)

.
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For the unperturbed liquid considered in perturbation theory, this condition is ful�lled:

p0 = patm . (2.15b)

Combining the two expressions, the soft wall condition - Eq. (2.15c) - appears:

p1 = 0 . (2.15c)

Hard Wall

The hard wall condition is used to model indeformable interfaces, i.e. interfaces with an in�nitely

hard material. If no deformation takes place, and no �ow through the interface is permitted, the

normal velocity of the liquid at the wall must be 0. For inviscid liquids, an expression for the

velocity as a function of the pressure gradient can be derived from Eq. (2.7b):

v1 =
−i

ρ0ω
∇p1 . (2.16a)

This yields two possible formulations of the hard wall condition; a velocity, and a pressure

formulation, both shown in Eq. (2.16b)

n · v1 = 0 or n ·∇p1 = 0 . (2.16b)

Lossy Wall

The lossy wall was used by Ref. [1] to approximate �uid-solid interfaces through which some

radiative losses occur. Along the interface two conditions must hold: the normal velocity and

the pressure across the interface must be continuous.

n · v1 = n · vs , p1 = ps , (2.17a)

where the index s, denotes solid. From Eq. (2.16a), it can be seen that for inviscid liquids the

velocity can be described as the gradient of a potential φ1:

v1 = ∇φ1, φ1 =
−i

ρ0ω
p1 . (2.17b)

By de�ning the radiative losses for a planar wave as a potential with purely right-ward prop-

agation, φm = Aeikmx(e−iωt), the velocity and the pressure of the wall give the following ex-

pressions for the potential at the wall.

vm = ∇φs = iksφs φs = −i
cs
ω
vs , (2.17c)

φs =
−i

ρsω
ps . (2.17d)
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Combining above expression with Eq. (2.17a) yields the velocity lossy wall condition, which

also can be expressed as a pressure lossy wall condition:

n · v1 =
1

ρscs
p1 or n ·∇p1 =

iρ0ω

csρs
p1 . (2.17e)

Notice, that the hard and lossy wall conditions can be imposed as a Dirichlet condition on the

velocity, or a Neumann condition on the pressure. The distinction between Dirichlet and Neu-

mann boundary conditions is of importance as described in the section 3.2. In either case, a

second condition is necessary in the tangential direction. Here, a no slip condition is employed

regardless of the wall:

t · v1 = 0 , (2.18)

where t = n̂ is the tangential unit vector of the surface.

Piezoelectric substrate

The surface acoustic waves are usually not simulated, but rather implemented as an analyti-

cal expression. In this thesis the expression used in Refs. [1, 13] is implemented as prescribed

displacements in y and z directions along the substrate surface:

uy,pz = 0.6u0e
−Cdy

[

sin

(−2π(y − w/2)

λ
+ ωt−∆φ

)

+ sin

(−2π(w/2− y)

λ
+ ωt

)]

,

(2.19a)

uz,pz = −u0e
−Cdy

[

cos

(−2π(y − w/2)

λ
+ ωt−∆φ

)

+ cos

(−2π(w/2− y)

λ
+ ωt

)]

,

(2.19b)

where u0 is the max z-displacement of the substrate, w is the width of the �uid-domain, λ is the

wavelength of the SAW, and∆φ is a phase angle between the SAWs.

The expression does not take into account the displacement decay of the SAW that occurs along

the solid-PDMS interface. The argument for employing the lossy wall condition in Ref. [1] is

a PDMS layer width > 2mm, which in turn leads to a higher decay of the SAW displacements

in the channel itself, compromising the validity of the analytical expression in the supposedly

valid region of the lossy wall condition. The actuation is thus not necessarily representative of a

piezoelectric SAW, but will be used for comparison purposes.

2.6 Acoustic scattering

When neglecting temperature, the �rst order acoustic �elds in the �uid are comprised of 3 com-

plex, linearly independent �elds p, vy, vz . This complicates qualitative comparison between var-

ious boundary conditions, as all three �elds must be compared, as well as their phase di�erences.

By rather relating how the combined e�ect of the �elds would a�ect particles suspended in the

�uid, amore straightforward comparison can bemade. This can be done by calculating the acous-

tic radiation force Frad, which arises from scattering of acoustic �elds of particles[2, 3, 6]. The
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acoustic radiation force on a thermoelastic particle derived in [3] in the limit of small boundary

layers δt, δs ≪ a will be used here. Thermal e�ects are neglected in this thesis though, simplify-

ing the dipole coe�ecient to the expression in the limit δt/a = 0. Only the bare minimum parts

of the theory will be recapitulated here, as the derivations of the expressions is beyond the scope

of this thesis. Refer to [3] for derivations.

The force exerted on particles suspended in a �uid is the surface integral of the �uid stress tensor.

Frad =

〈∮

δω

n · σ dA

〉

where 〈X〉 is the time-averaged value of X.

From this the following expression of the force - as a function of the acoustic �rst order �elds

and particle properties - can be derived:

Frad = −πa3
[
2κ0
3

Re [f∗
0 p

∗
1∇p1]− ρ0Re [f∗

1 v
∗
1 ·∇v1]

]

, (2.20)

where the monopole f0 and dipole f1 coe�cients relate the compressibility and density of parti-

cles and �uid respectively, and x∗ indicates the conjugate of x, as shown in Eq. (2.21) & Eq. (2.22).

f0 = 1− κ̃ , (2.21)

κ̃ =
κp
κ0

,

f1 =
2(ρ̃− 1)

2ρ̃+ 1

[

1 + 3(1 + i)
ρ̃− 1

2ρ̃+ 1

δs
a

]

, (2.22)

ρ̃ =
ρp
ρ0

,

where κp and κ0 are the compressibilities of particle and �uid respectively, ρp ρ0 are the ditto

densities, and

δs =

√
2η0
ρ0ω

, (2.23)

is the viscous boundary layer of the �uid. Water at 298 K, excited with an angular frequency of

6.65MHz scale has a viscous boundary layer of ≈ 0.21 µm.

The expression for force in Eq. (2.20) is comprised of two terms: a relative compressibility term

and a relative density-viscosity term. The former relates to the gradient of the pressure while

the latter relates to the gradient of the magnitude of the velocity �eld.

It is important to note that the magnitude and sign of these terms depend heavily on the

material parameters of the suspended particles compared to those of the suspension �uid. Con-

sidering the monopole term, three scenarios can be imagined; particles with (i) lower, (ii) equal

or (iii) higher compressibility than the suspension �uid.

(i) κp < κ0 κ̃ < 1 f0 > 0 ,

(ii) κp = κ0 κ̃ = 1 f0 = 0 ,

(iii) κp > κ0 κ̃ > 1 f0 < 0 .
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For these cases monopole scattering give a tendency of particle migration (i) towards, (ii) unaf-

fected by, and (iii) away from so-called pressure nodes, i.e. areas of low �uctuations in pressure.

The second term depends on the size ratio between the viscous boundary layer and the parti-

cle diameter, as well as the relative densities. Unlike the monopole coe�cient, f1 will take on

complex values for all cases, except ρ̃ = 1 , f1 = 0. For this value, the particle migration will be

independent of velocity magnitudes, and depend solely on monopole scattering.

As the acoustic radiation force is a superposition of the two mentioned terms, the acoustic ra-

diation force is always particle-relative. Thus, particles of similar size, but di�ering density and

compressibility may show radically di�erent behavior, in the same acoustic �elds.

2.7 Material properties

Prior to implementing the governing equations in a numerical model, some re�ections on the

physics and materials involved are in order, to ensure the model is not used inappropriately. The

following are some points, which should be kept in mind, when applying the numerical model.

Polydimethylsiloxane

Incompressibility:

Polidimethylsiloxane (PDMS) is a polymer commonly used in micro�uidic device prototypes as

it is cheap and easy to mass fabricate once a master mold has been made. While it has some clear

advantages experimentally, it introduces some complexities numerically which are described be-

low. As mentioned in section 2.2, the stress tensor can be described using other constitutive

relations, than the speeds of sound. One formulation is based on the Young’s modulus and Pois-

son’s ratio.

σs =

[
1

2
(∇us +∇uT

s ) +
σ

1− 2 · σ (∇·us)I

]
E

1 + σ
, (2.24)

where σ is the Poisson’s ratio, and E is the Young’s modulus.

For PDMS, Poisson’s ratio varies from σ ≈ 0.5−0.41 depending on the mixing ratio and cur-

ing temperature [16, 17]. Combining this with Eq. (2.24) clearly introduces numerical di�culties,

as the divergence term of the stress tensor equals in�nity for σ = 0.5. Physically, σ = 0.5means

the solid is incompressible;∇·u = 0, and as such would negate the in�nite fraction. Numerically,

this will not necessary hold though, so as a precaution the modelled PDMS has a Poisson’s ratio

of ≈ 0.41 to ease simulations and give a wide berth to regions where the divergence term may

approach in�nity.

Acoustothermal heating:

Another unfortunate trait of PDMS is its degree of internal damping at high frequencies. This

causes a large part of the kinetic energy to be converted to thermal energy.[18] At peak frequen-

cies (approx. 28MHz to 32MHz) this invalidates the model if thermal e�ects and damping is

not included. While acoustothermal heating also occurs at the lower frequencies, it is to a lower

extent and will be neglected from the numeric model.
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Piezoelectric substrates

Unlike isotropic solids encasing the �uid, the asymmetric crystalline structure of piezoelectric

materials make them directionally aligned. For surface acoustic waves, this means the SAW

velocity depends on the propagation direction relative to the crystal structure. Thus, when re-

ferring to the piezoelectric substrate used, the orientation should always be mentioned as well.

In manufacture, the crystalline orientation relative to the IDTs is of utmost importance, as IDT

designs must be based around the SAW velocity, as described in section 4.1. The piezoelectric

substrate used throughout this thesis will be lithium niobate 128 ◦ XY-cut.
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Chapter 3

Numerical modelling in COMSOL

This chapter will cover the generation of a numerical model, based on the governing equations,

couplings, and boundary conditions introduced in the previous chapter. The model can be used

to relate the results found using boundary conditions to those found when modelling interac-

tions. This will be done by comparing results of a model containing only a �uid domain Ω2 with

boundary conditions - the simple model - to the results of a model containing the �uid and the

solid domain Ω1 and Ω2 and their interactions - henceforth the full model.

The model is generated in COMSOL Multiphysics, a commercial simulation software which

accomodates implementation of weak formulations of equations using the �nite element method

(FEM).

3.1 Device used as model basis

The numerical modelling represents a stop �ow situation, vx = 0, on the microdevice outlined in

�gure 3.1. The design and material parameters are adapted from Ref. [1], to compare results from

this to the simple model, before in turn comparing these to results of the full model. As described

in Chapter 2 three domains are taken into consideration in the modelling. The modelling is

performed two-dimensionally in the y,z-plane, shown in 3.1b. In the active area, i.e. along the

length of the electrodes, L, the �eld values are considered to solely depend spatially on y and z,

with a harmonic time dependence

∂xs = 0 , s(r, t) = s(y, z)e−iωt , (3.1)

where s is any �eld value, p1, ρ1,v1,us.

The models estimate the physical situation anywhere along the active area - shown in the

box with dashed lines in Fig. 3.1a.

3.2 Weak formulation

Prior to explaining the generation of the numeric model, an introduction to the �nite element

method and the weak formulation is appropriate. FEM is a method to solve �eld problems, by

discretizing the computation domain into a �nite number of elements. This mesh makes the

19
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x

y

(a)

COMSOL 5.1.0.136

(b)

Figure 3.1: Sketch of the device being modelled. (a) Outline of the modelled chip as viewed from

above. Due to the parallelism of the IDTs and the microchannel, SAWs propagate orthogonal to

�ow direction, leading to a SSAW with no x-dependence along the active area, i.e. the length of

the IDTs L. Fringe e�ects may occur some distance a from the ends of the IDTs, as SAWs here will

not exclusively propagate orthogonal to the �ow. The numerical model is valid within the dashed

box. (b) Two-dimensional �nite element representation of the micro�uidic device, consisting of

two domains and 9 boundaries. Domain Ω1 is a solid microchannel, with displacement �eld us,

and domain Ω2; is a �uid with acoustic �elds p1, ρ1 and v1. Two numeric models are set up.

One containing Ω1 and Ω2 and their interactions, and one containing Ω2 where interactions are

modelled as boundary conditions.
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Table 3.1: Domain dimensions and actuation parameters used in the numeric model. From Ref.

[1]

Solid Domain Ω1 Fluid Domain Ω2 Actuation parameters

Width 750 µm 600 µm Frequency 6.5MHz

Height 300 µm 125 µm Wavelength 600 µm

basis of the weak formulation. The weak form of governing equations need not be met at every

material point as the strong form does, but may instead only be met in an integral sense near

each mesh node. In fact, the weak form and the strong form are identical in the limit of in�nite

mesh elements. The weak formulation is found by rewriting a partial di�erential equation (PDE)

to a sum of integrals - one for each element of the grid. The following theory is based on [19]

Consider a general, linear di�erential operator for the �eld g(r):

L{g(r)} = F (r) , (3.2)

where F (r) is a source term. The defect is de�ned as

d(r) ≡ L{g(r)} − F (r) , (3.3)

which for the strong solution is zero. In order to obtain a number of integral equations, the �eld

g(r) is approximated as a linear combination of basis functions ĝn, multiplied with a correspond-

ing �eld coe�cient cm
g(r) ≈

∑

n

cmĝn. (3.4)

Basis functions ĝi vary between 0 and 1 at around their corresponding mesh node i, while the
�eld coe�cient ci is the �eld value at the position of node i.
As an approximation to the strong solution - in which Eq. (3.2) holds for every material point

- the projection of the defect on the basis function can be limited to be zero within each mesh

element, by demanding the inner product of each basis function and the defect be zero.

〈ĝm, d(r)〉 = 0 ∀m, (3.5)

where the inner produt of two functions is de�ned as 〈a(r), b(r)〉 ≡
∫

Ω
a(r)b(r)dV . Inserting

the defect - Eq. (3.3) - expressed via basis functions - Eq. (3.4) - into Eq. (3.5) yields

∑

n

cn

〈

ĝm,L{ĝn}
〉

−
〈

ĝm, F
〉

= 0 ∀m (3.6)

where it is assumed that L is linear, allowing L{∑n cnĝn)} =
∑

n L{cnĝn)}
Eq. (3.6) can be reconized as a matrix equation

Kc− f = 0, (3.7)

where Kmn =
〈

ĝm,L{ĝn}
〉

, vector c contains the �eld coe�cients, and f =
〈

ĝm, F
〉

. By

solving Eq. (3.7) for c the weak solution is found.
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3.2.1 Boundary conditions.

In order to obtain an expression that includes boundary conditions, it is assumed that the dif-

ferential operation can be rewritten to continuity form - Eq. (3.8) - which holds true for the

governing equations of this thesis.

∇·Γ− F = 0. (3.8)

Inserting the divergence form Eq. (3.8) in the defect requirement Eq. (3.5), yields
∫

Ω

ĝn∇·Γ− ĝnF dV = 0. (3.9)

Using the vector calculus identity ∇·(ĝnΓ) = Γ ·∇ĝn + ĝn∇·Γ and Gauss’ theorem, Eq. (3.9)

can be rewritten from a volume integral to the sum of a surface integral and a volume integral.
∮

∂Ω

ĝnn · Γ dA+

∫

Ω

−Γ ·∇ĝn − ĝnF dV = 0. (3.10)

The derivative is thus moved from the continuity tensor to the test function, which is analytically

known.

Applying Neumann boundary conditions in the weak formulation is very straightforward. If

the �ux of Γ on a surface ∂Ωi is a known function h(r) it is merely a matter of inserting the

value in the surface integral, ie.

n · Γ = h(r) for r ∈ ∂Ωi. (3.11)

Implementing Dirichlet conditions is slightly more di�cult. If the value of g(r) along a

boundary is know to be j(r), the Dirichlet condition is implemented as a constraint on the func-

tion;

R [g(r)] = g(r)− j(r) = 0, (3.12)

along a boundary. The constraint is realized by adding a Lagrange multiplier λ(r), which only

exist on the domain boundary ∂Ωi. Analogous with the �eld value, the Lagrange multiplier can

be de�ned by a set of basis functions λ̂m and constraint coe�cients bm

λ(r) ≈
∑

m

bmλ̂m. (3.13)

By demanding the the inner product of the Lagrange multiplier and the constraint be zero, the

weak form of the Dirichlet condition can be enforced
〈

λ̂m, R
〉

= 0 ∀m. (3.14)

The Lagrange multiplier only assumes values along the boundary, and the constraint can there-

fore be inserted in the continuity equation Eq. (3.8);

∇·Γ− F −
∑

n

λ(r) = 0. (3.15)

In COMSOL, the Dirichlet conditions can be imposed bymerely prescribing function values along

boundaries, while COMSOL handles the Lagrange multiplier and the constraint.
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3.3 Modelling steps

The steps involved in creating the numeric model are outlined below, with an emphasis on in-

putting the weak formulation in the model.

3.3.1 De�nitions

Parameters, variables and analytic expressions to be used in the modelling are de�ned. Listing

3.1 shows examples of de�nitions made at the start of the �le.

wWa = 600 [um]
fY = rho*dt^2*uy1
dt = −i*omega
divu1 = uy1y+uz1z

Listing 3.1: COMSOL de�nitions include any value, or mathematical expression, that may be

reused throughout the model

3.3.2 Computational domains

The simple two-dimensional geometry shown in Fig 3.1b is drawn. It consists of two rectangles

to represent the solid and �uid domains Ω1 and Ω2. In simulations, the geometries and ma-

terial parameters of both domains are varied to observe how the system response depends on

surrounding conditions.

3.3.3 Physics interfaces

Each domain is assigned one or more ’physics interfaces’. These interfaces are sets of bulk equa-

tions, initial values and boundary conditions that collectively describe the behaviour of one or

more dependent variables within a domain. In the model a physics interface is included for the

solid displacement us, and one for the �uid velocity u and pressure p each. The interfaces are

where the weak form governing equations are introduced to the model. The physics interface

for the solid domain is detailed below:

In COMSOL, basis functions - called test functions within COMSOL - of dependent variables

are automatically generated. Spatial derivatives of dependent variables and their basis functions

are also generated. The notation used in COMSOL is shown in table 3.2.

Table 3.2: COMSOL notation

Math notation COMSOL notation

Field variable φ phi

Basis/test function of the �eld variable φ̂m test(phi)

Spatial derivative of �eld variable ∂xφ phix

Spatial derivative of �eld variable’s test function ∂xφ̂m test(phix)
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The governing equation in the solid domain - Eq. (2.7b) - expressed in divergence form take

the on appearance

∇·σs + ρsω
2us = 0 (3.16)

Inserting this continuity equation into Eq. (3.10) yields
∮

∂Ω

ûmn · σs dA

︸ ︷︷ ︸

Neumann BC, List. 3.3

+

∫

Ω

−σs ·∇ûm + ûmρsω
2us dV

︸ ︷︷ ︸

Bulk equation, List. 3.2

= 0

︸︷︷︸

Implicit in COMSOL

(3.17)

In COMSOL, the surface and volume integrals are implemented separately, and it is implicit

that the sum of integrals is equal to zero. Furthermore, only one dimension is handled in each

command. The volume integral in Eq. (3.17) is inserted in the physics interface as a ’Weak Form

PDE’, by entering the �rst line shown in Listing 3.2

−sigmaYY*test(uy1y) − sigmaYZ*test(uy1z) − test(uy1)*fY

Listing 3.2: Solid bulk equations in the y-direction, valid for Ω1 in Fig. 3.1b.

where sigmaY Y and sigmaY Z are components of the solid stress tensor, and fY is the rate of

change of momentum in the solid.

As a default, COMSOL sets the initial values of dependent variables and the �ux along bound-

aries to be zero. On boundaries where this is not desired, it can be overridden by setting any

speci�c value. Along the �uid-solid boundary ∂Ω4 , ∂Ω6& ∂Ω7, the stres continuity described

in Section 2.4 couples the solid to the �uid,

ns · σs = ns · σf (2.12b)

This condition is enforced by inserting it in Eq. (3.17), e�ectively adding the pressure from the

�uid as a �ux to the displacement. In COMSOL, this is implemented by adding a ’Weak Contri-

bution’ to the physics interface, and marking relevant boundaries. The input text is shown in

Listing 3.3.

test(uy1)*(ny*ss1YY+nz*ss1YZ)+test(uz1)*(ny*ss1ZY+nz*ss1ZZ)

Listing 3.3: One-way coupling from liquid to solid, implemented as a stress �ux term in Eq. (3.17).

where ss1Y Y , ss1Y Z , ss1ZY & ss1ZZ are components of the �uid stress tensor.

Along the solid-piezo interface ∂Ω2 and ∂Ω8, the displacement of the solid is �xed to follow

an prescribed analytic expression - Eq. (2.19). The numerics of implementing the Lagrange mul-

tiplier used for this is handled by COMSOL, and the only necessary input is the value to impose

on the boundary.

On the remaining boundaries ∂Ω1 , ∂Ω3 and ∂Ω9, the default no �ux condition holds. This

corresponds to an assumption of no pressure on the boundaries, which although not entirely

correct is a reasonable approximation.

A similar approach is taken to set up the �uid velocity and pressure physics interfaces. In-

terfaces allow multiple con�icting boundary conditions to be de�ned, as long as the con�icts are

resolved prior to solving the system. This allows the simple model and the full model to be de-

�ned in the same COMSOL �le. It is thus only the con�guration set in the solver, that determines

whether or not the system solved for is the simple or full model.
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3.3.4 Meshing

After setting up the physics interfaces, the domains are meshed. Triangular grids are used in

both the solid and the �uid domains, with varying degrees of �neness for various parts of the

geometry. In the following, mesh size is de�ned as the side length of the grid triangles hfeature,
and �neness is inversely proportional to this length. Themesh is �nest at vertices and boundaries.

The bulk �uid is somewhat coarser, and the bulk solid is even coarser still. To implement a

parametric approach to mesh sizing, the viscous boundary layer ∂s, introduced in section 2.6 is

used as a characteristic length.

δs =

√
2η

ρω
≈ 0.21 µm forω = 6.5MHz (2.23)

The viscous boundary layer is a measure of how far wall e�ects in�uence the bulk motion. Large

velocity gradients can be present within a few times this distance, so a resolution �ner than this

size is expected to be necessary.

The parametric approach involves relating all mesh sizes to a parameter of the �uid and solid

each kp & kp,solid, so the proportional �neness of the mesh in the domain is maintained at all

times. Along the boundaries ∂ω4 , ∂ω5, ∂ω6 and ∂ω7 and all vertices the size of mesh elements

hEdge hVertex is de�ned as

hEdge = hVertex =
1

kp
δs , (3.18a)

where kp is the parameter controlling mesh �neness.

In the bulk �uid, velocity and pressure gradients are a lot less prominent and a coarser mesh

is appropriate. Moving from the boundaries towards the bulk, the mesh element size gradually

increases with a �xed growth rate, up to a value hBulk

hBulk =
50

kp
δs = 50hEdge (3.18b)

The factor 50 is chosen so that the bulk element size matches the �xed size used in Ref. [1] at

kp = 5.
In the full model, element size must be de�ned in the solid as well. This is done using yet

another parameter, kp,solid which relates the size of the solid bulk elements to the �uid ones.

Along the solid-�uid interface, the element size in the �uid and the solid are the same, while the

size of bulk elements hSolid in the solid is

hSolid =
1

kp,solid
hEdge =

1

kp,solidkp
δs (3.18c)

With these parameters set, COMSOLwill draw a mesh for both the simple and the full model,

based on the values of kp & kp,solid, and assign the elements with test functions for all dependent

variables. Section 3.4 shows a study of the optimal mesh parameters.

3.3.5 Solving options and results

The �nal step is solving the equation system de�ned through the steps above. Before solving

the system, any con�icts in physics interfaces must be resolved. This can be done, by setting up
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speci�c studies. In studies it can be speci�ed which physics interface should be included, and

which components the interfaces should be composed of. In this thesis, four studies are de�ned

to investigate boundary condition simpli�cations. (i) A �uid domain with hard wall conditions

imposed, (ii) a �uid domain with lossy wall conditions imposed, (iii) coupled �uid and glass

domains, and (iv) coupled �uid and a polymer domains. Comparisons between results from

studies (i) & (iii), and (ii) & (iv) should give insight into the validity of wall boundary conditions

as replacements for full models.

3.4 Model validity

The model is veri�ed through a check of boundary condition compliance, a mesh re�nement

study, and a comparison with simulations from the literature.

3.4.1 Coupling/boundary condition compliance.

To ensure the numerical model complies with the couplings and boundary conditions outlined

in Sections 2.4 and 2.5, the coupled values are inspected along interfaces for which continuity is

required. Fig. 3.2 shows sample compliance plots along the left �uid-solid interface ∂Ω4.
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Figure 3.2: Boundary condition compliance evaluation along ∂Ω4. Circles indicate values in the

�uid, while the line shows the values in the solid. The degree of congruence show coupling

between domains. The velocity and displacement are perfectly coupled along the interface. The

solid and �uid stress match well along the majority of the interface, but near vertices a numerical

issue generates peak stresses. The e�ects are localized, however, and do not prevent convergence.

It is seen, that the couplings are generally complied along the boundaries. The velocity-

displacement coupling from solid to liquid is entirely satis�ed along the boundary, while the

stress-stress coupling shows discrepansies at z = 0 and z = 125 µm, e.g. at the top and bottom

vertices. The same inspection is applied to all interfaces, which show same results, velocity and

displacement are perfectly coupled, while the spatial derivatives diverge at vertices. It is shown



3.4. MODEL VALIDITY 27

in the follow section, that these e�ects do not hinder convergence, and are thus considered not

to a�ect the overall solution, but only act locally.

3.4.2 Mesh re�nement study

To investigate the convergence of the model, a mesh re�nement study is carried out. If the

model converges, mesh parameter values exist at which decreasing element size only marginally

increases the accuracy of the solution. Beyond this value, the added cost of computation is not

made up for by better accuracy. The values may be found using a re�nement study, which is

performed by comparing solutions s, of increasing mesh �neness with a reference solution sref ,
where s is a �eld variable. Each �eld variable solution is compared to the reference solution,

using the average relative variance of the �eld variable

C(s) ≡
∫

Ω
(s(r)− s(r)ref)

2dA
∫

Ω
(s(r)ref)2dA

. (3.19)

Ideally, sref is an analytical solution, but as one such does not exist for this problem, the

solution for kp = 5, i.e. a very �ne mesh is chosen as reference. Figure 3.3 shows convergence

plots for the lossy wall condition �eld variables, and for a modelled PDMS case.
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Figure 3.3: Fluid domain mesh re�nement study results. The deviation from a reference solution

of �eld values is shown as a function of mesh �neness, for the (a) lossy wall condition and (b)

modelled PDMS. The dashed lines mark C(s) = 10−3. Beginning at a given mesh parameter kp
the average relative variance will only decrease marginally with increasing �neness of the mesh.

Beyond this point, the added solution accuracy is not worth the added computational cost.

The model clearly converges, as seen in Fig. 3.3. For mesh kp > 1, the average relative

variance is C(s) < 10−3 for all �eld values. As the results are mostly of a comparative nature,

10−3 is an acceptable average relative variance. Hence re�ning the mesh beyond kp = 1, will
not be necessary in this thesis.



28 CHAPTER 3. NUMERICAL MODEL

3.4.3 Comparison to literature

A �nal veri�cation is made by comparing the model to simulation results from the literature and

which correspond to an analytical solution. As shown in Ref. [15], acoustic eigenmodes exist

in ideal water-�lled rectangular channels. Placing a �uid domain in the y,z-plane with corners

(0, 0) and (w, h)where h and L is the height and width of the channel. The analytical expression

of the �rst order pressure �eld in such channels is

p1(y, z) = pa cos (kyy) cos (kzz) , kj = nj
π

Lj
, (3.20)

where pa is the pressure at walls, nj is the number of half wavelengths in direction j, andLy = w
and Lz = h.

It can easily be seen, that for the �rst eigenmode purely in the y-direction, i.e. a standing half-

wave along the width of the channel; ny = 1 , nz = 0, the pressure �eld is simply a standing

cosine wave in the y-direction,

p1(y) = pa cos
( y

L
π
)

. (3.21)

The resonant frequencies of this eigenmode is found from Eq. 2.30 in Ref. [15]

fny ,nz =
cwa

2

√

n2
y

w
+

n2
z

h
(3.22)

From this expression, the �rst resonant frequency in the y-direction is found as;

f1,0 =
cwa

2w
≈ 1.17MHz. (3.23)

If the �uid is actuated symmetrically at this frequency, the system will settle into the eigen-

mode described by Eq. (3.21). At eigenmodes the acoustic �elds of the systemwill be a superposi-

tion of the actuation response and the eigenmode, but compared to the eigenmode, the actuation

response will be of a negligible magnitude, meaning the acoustic �eld will largely be independent

of the actuation, as long as its symmetric and near the resonant frequency.

As seen in Fig. 3.4, the model compares well to analytical results, and bears resemblance to

the results from Ref. [20]. Note, however, that the results shown are the physical values of the

pressure �elds at a given time t. In order to compare harmonic �elds, the absolute value of �elds

should be compared to include time-dependence in comparisons, as be discussed in Section 6.1.

The physical values are solely used here, to obtain a basis for comparing with Ref. [20].

3.5 List of assumptions

Below a list of assumptions, on which the numeric model is based are presented. Cases in which

the assumptions are not upheld, cannot be expected to be represented using the model.



3.5. LIST OF ASSUMPTIONS 29

Table 3.3: List of assumptions made in the numeric model

Assumption Applied in

Acoustic perturbations are small Perturbation theory

Linear displacements are small Perturbation theory

Piezoelectric displacements can be approximated by analytic ex-

pression

Couplings and Boundary condi-

tions

PDMS heating is neglected PDMS modelling

Viscous boundary layers are small compared to particles Acoustic radiation force

Particles are spherical Acoustic radiation force

Walls do not yield Hard wall boundary condition

Walls yield to pressure Lossy wall boundary condition

No-slip condition along walls in Hard and lossy wall boundary

conditions

Only linear di�erential operators in governing equations Weak formulation
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Figure 3.4: Qualitative result study. Fluid domains actuated at the frequency of the �rst acoustic

eigenmode in the y-direction f1,0. At this frequency, the �rst order pressure �elds is described by
a standing wave along the y-direction of the �uid. Values are not included as the comparison is

qualitative. The color legends are, however, the same for (a), (b) and (c). (a) Result adapted from

Ref. [20]. While the size and actuation frequency vary from the numerical model used here,

the behaviour exhibited remains unchanged. (b) Simulation result using hard wall condition. (c)

Simulation result including glass actuated by the SSAW. (d) Simulation result inclduing glas that

not actuated. (e) Pressure pro�le along the horizontal centre-lines of the four cases shown above.



Chapter 4

Experiments

The experimental work of this thesis was carried out from the 26th of October to the 6th of

December at the Micro�uidics Research Group1 headed by Bjørn T. Stokke, at the Norwegian

University of Science and Technology NTNU in Trondheim. The purpose of the group’s ongoing

experiments is to realize selective particle manipulation of sub-micron particles based on me-

chanical properties, utilizing the acoustic radiation force, paired with streaming drag. While the

group has a high level of experience with experimental work, yours truly was able to contribute

in an advisory role regarding �uid mechanics. For the author of this thesis, the main aim of the

visit was to work on a tool to experimentally verify the numerical model. However, due to tech-

nical di�culties at NTNU beyond the control of the author, no veri�cation has been achieved by

the deadline of this thesis. However, an insight into the relation between the physical and the

numerical aspects of SAW was obtained, and an automation program to improve future experi-

mental work was developed, as described in Chapter 5.

This chapter gives a brief introduction to the devices and the set-up used, as well as man-

ufacture of said devices. The chapter is mainly dedicated to put the automation program into

perspective, and provide talking points on the connection between theoretical and experimental

work.

4.1 Device and set-up

Only a very limited amount of work had been done with regards to surface acoustic waves at

NTNU. Hence, the devices used in experiments were designed to have parameters similar to a

functioning device from the literature[7], and may not be ideal.

Each device consists of three components; (i) A polydimethylsiloxane (PDMS) microchannel at-

tached on top of (ii) a substrate of 128 ◦ XY-cut lithium niobate LiNbO3 (LN). The substrate has

two gold interdigital transducers (IDTs) etched on top of it. The LN is placed on top of (iii) a
microscope slide modi�ed to act as a connection between the device and the signal generator.

The PDMS and substrate chips are single-use while the microscope slide is reusable. The designs

of the PDMS and LN masks, and the �nal assembly are shown in �gure 4.1. The manufacture

1http://www.ntnu.edu/micro�uidics/

31
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of each of the components as well as the assembly of the �nal device are described in detail in

section 4.2.

Table 4.1: Approximate device dimensions and actuation parameters used in the experiments.

PDMS Channel Ω2 Actuation parameters

Width ≈ 1250 µm 60 µm Frequency ≈ 39MHz

Height 10 000 µm 40 µm Wavelength 100 µm

Device design

A centre/inner �ow and a sheath/outer �ow are introduced via two inlets. The sheath �ow

is divided into two identical �ows. The centre �ow contains polydisperse solution to perform

particle manipulation on, while the outer �ow is a suitable sheath �uid - usually ultra pure water.

The centre �ow and the two sheath �ows are united at a junction, with the sheath �ow encasing

the centre �ow on both sides. In the x,z-plane the centre �ow is thus bounded to the sides by the

sheath �ows, upwards by the channel and downwards by the substrate. A short distance beyond

the junction, the �uid enters the active region of the channel adjacent to the IDTs. This is the

region modelled in the numerical simulations.

A transition region exists on both sides of the active region, wherein the acoustic �elds vary

in the x-direction. Beyond the active region and the following transition region, the �ow runs to

another junction, where the �ow is split into a centre �ow, and two outer �ows. The centre �ow

is led to an outlet, and the outer �ows are connected and led through a single outlet.

Set-up

The set-up is comprised of two syringe pumps, ’Pump s’ and ’Pump C’ (Harvard Apparatus

PHD Ultra), a signal generator (Agilent AG33611), an ampli�er with radio frequency-capabilities

(AMP), an oscilloscope (Agilent DSO1001A), and an inverted microscope (Olympus IX70) with

mounting possibilities for a sensor or an SLR.

Both ’Pump s’ and ’Pump C’ contain a single syringe. The syringe in Pump s is �lled with a

sheath �uid, usually ultra pure water. The solution subject to particle manipulation is �lled in

the syringe in Pump C. For simple validation experiments this will generally be a polydisperse

solution of polystyrene beads in ultra pure water. The syringes of Pump s are connected to the

outer inlet, shown on Fig. 4.1, while the syringe in Pump C is connected to the centre inlet.

The signal generator is connected to the ampli�er. The output from the ampli�er is split in

two identical signals and connected to the modi�ed microscope slide presented in Section 4.2.7

and shown in Fig. 4.2. The slide is placed on the microscope. Using the sensor the a portion of the

X,Y-plane of the channel can bemonitored using the program ’Photron FASTCAMviewer’, which

also allows for pictures to be taken. If the observed particles are �uorescent, the appropriate light

source and �lter are turned on to observe the particles in the microscope.
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y

x

Figure 4.1: Design masks used in photolitography to create the PDMS master mould, and the

IDT substrate chips. PDMS design contains two inlets, two outlets, two junctions and an active

region where SSAW in the substrate interact with the �uid. Substrate design contains design of

two IDTS. IDTs are closely spaced electrode lines that are connected to ground and signal inputs.

The arrows indicate alignment marks, used when bonding the PDMS and substrate together.

wchannel = 60 µm , wIDT = 15λ = 1500 µm , LIDT = 5100 µm

4.2 Factors in�uencing experiment

When considering the entire process from designing a chip to running experiments, a plethora of

circumstances in�uence the microchip’s behaviour. The following sections will describe certain

aspects of the process thatmay in�uence the behaviour and discuss their relation to the numerical

modelling of the problem. While many of the factors mentioned may only a�ect the system

marginally, the superposition of insecurities can make the behaviour of the system radically

di�erent from the one expected based on simulations. The main points of the following sections

are summed up in Table 4.2.

4.2.1 PDMS mask design

The achieved particle manipulation is highly dependent on both the cross-sectional geometry

of the channel and the geometry in the x,y-plane of the chip. The cross-sectional geometry of



34 CHAPTER 4. EXPERIMENTS

Figure 4.2: The �nished PDMS microchannel is permanently bonded to the lithium niobate by

oxygen plasma bonding. The lithium is in turn attached to the modi�ed microscope slide using

double-sided tape, to enable repeated use of slides in devices. Terminals of the IDTs are wire-

bonded to the terminals of the glass slide, shown as orange lines. In this case, the IDTs with the

innner-most electrode is connected to the signal, while the outermost is ground. Connections to

the signal generator are soldered onto each end of the slide to create the terminals shown.



Factor: Introduced during: In�uence on: Accounted for

in model:

Channel width PDMS mask design Rentention time in channel. Velocity distribution in y,z-

plane

Yes

Channel layout PDMS mask design Ratio ϕeq No

IDT Wavelength IDT mask design Resonant SAW frequency. Ideal excitation frequency Yes

Channel height PDMSMaster mould fabrication Rentention time in channel. Velocity distribution in y,z-

plane

Yes

PDMS Young’s modulus and

Poisson’s ratio

PDMS chip fabrication Fluid-solid interface interactions. Yes

IDT quality Substrate manufacture Resonant SAW frequency, SAW amplitude No

IDT-material orientation Substrate manufacture SAW propagation speed. Resonant frequency Yes

System leakage Microchannel-substrate bond-

ing

Flow in all three directions and total �ow rate No

Channel-IDT misalignment Microchannel-substrate bond-

ing

SSAW actuation symmetry Yes

Channel-IDT skewness Microchannel-substrate bond-

ing

SSAW-channel parallelism No

Solution concentration Experiments Possible particle-particle interactions No

Sedimentation Experiments Flow conditions and acoustic �elds No

Di�usion Experiments Particle distribution across channel No

Table 4.2: Factors a�ecting experimental results. A list of factors that may in�uence particle separation. Note the list covers in�uences

most likely to a�ect particle separation but is not exhaustive
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the chip determines the two-dimensional velocity distribution along the �ow direction. It can be

approximated by the expression,

vx(y, z) = vf (A, V̇ )
∞∑

n,odd

1

n3



1−
cosh

(

nπ
y

h

)

cosh
(

nπ
w

2h

)



 sin
(

nπ
z

h

)

, (4.1)

where vf (A, V̇ ) is a function of the cross-sectional area A and total volumetric �ow V̇ , and w is

the channel width, and h is the channel height.[21]

The cross-sectional geometry also a�ects the position and magnitude of pressure and ve-

locity nodes, and consequently the features of the acoustic radiation force. Figure 4.3 shows an

analytical solution to the velocity distribution in four di�erent rectangular �ow situations, all

with no-slip conditions along the walls. Also illustrated is the in�uence of alignment insecurity

as outlined in section 4.2.6. The factors in the x,y-plane of the chip that primarily a�ect the �ow

are path lengths and junction angles, as they determine the path of least resistance through the

system. In the current chip design, the sheath �ow path is much longer than that of the centre

�ow, which creates a tendency for sheath �ow to exit through the centre outlet. Similarly, the

more obtuse the angle at the junction near the outlets, the less �ow will exit through the outer

outlets. This factors into the value of the equilibrium ratio introduced in 4.2.7.

4.2.2 IDT design

The design of the IDT determines the wavelength and resonant frequencies of the generated

SAWs. The main resonant frequency appears where wave generation and wave propagation are

matched in the IDTs. At resonance, generated wave should have propagated one wavelength - 4

times the electrode width - when the next wave is generated. Consequently, at resonance waves

generated in the centre of the IDTs are ampli�ed at each electrode pair it passes. The theoretical

resonant frequency is found by matching the time it takes to propagate one wavelength to the

period of wave generation, i.e.

fres =
λ

vSAW
≈ 39.0MHz, (4.2)

where λ = 4welec is the designed wavelength and vSAW is the material- and orientation-speci�c

surface acoustic wave propagation speed. The section on network analysis, in particular Fig. 4.4

illustrate resonance of IDTs.

4.2.3 PDMS chip fabrications

A master mould is necessary. A master mould based on the design shown in Fig. 4.1 is made

on a silicon wafer using optical photolitography. The height of the mould, and thus the channel

depend on the photo-resist used and the intensity of the photolitograph. Only a single master

mould is needed per design, as it is reused for each chip made.

PDMS is made by mixing Sylgard 184 pre-polymer and cross-linking agent in the recom-

mended 10:1 ratio, and stirring rigorously. The PDMS is degassed in a vacuum desiccator for at

least 5 minutes, and poured over the master mould in a Petri dish, to a height of approximately
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Figure 4.3: Normalized velocity contour plot for various cross-sectional dimensions based on

an analytical expression. Contours mark 10 %, 20 %, ... , 90 % of maximum velocity vf (A, V̇ ).
Assuming pressure anti-nodes are spaced 50 µm apart, the ellipses mark the variation in anti-

node position, assuming a 5 µm insecurity range. While the acoustic �elds are dependent of

channel geometry, the �gure illustrates the necessity of alignment precision resulting from small

microchannels.

1 cm. The PDMS is then cured at 65 ◦C for at least two hours. With a scalpel, a cut is made in

the PDMS, large enough to gently pull the chip from the master mould, saving the master mould

in the Petri dish until next chip is made. The chip is cut to a size so the arrows barely �t on the

chip. Along the channel, cuts are made leaving a clearance of approximately 0.5 mm, as shown

in 3.1. Finally, holes are punched to form inlets and outlets, in the designated areas.

As mentioned in 2.7, the mechanical properties of PDMS are known to depend on the mixing

ratio and curing temperature [16, 17]. Lower ratios of cross-linking and lower curing temperature

decrease the longitudinal sound of speed, which increases the Poisson’s ratio, increasing the

di�culty of numerically modelling the system. Thus it is important to ensure the recipe above

is followed. Both for repeatability of experiments, and to enable numerical modelling of the

problem. Proper mixing of the PDMS is also crucial, as explained in Section 4.2.6.

Another problem that arises in manufacture is the varying width and height of the PDMS.
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As there are no marks in the design to cut by, the width along the channel will invariably di�er

from chip to chip, and likely even vary between either side of the channel. On top of this, the

height of the PDMS varies. Variations in the dimensions may result in discrepancies in acoustic

�elds, so an approach that ensured nearly identical PDMS chips is desirable.

4.2.4 Substrate manufacture

A 20 by 25mm chip is cut from a Lithium Niobate wafer, and the major axis of the substrate is

marked with a non-permanent marker. After rinsing and drying the substrate, a layer of photo-

resist is added and spun, to make a layer of uniform height on the substrate. The substrate is

pre-heated for a minute on a hot plate at 55 ◦C, and subsequently baked at 90 ◦C for 1 minute.

The substrate is placed in a mask aligner, with the major axis of the substrate aligned with to the

design mask. The imprint of the UV-light in the photoresist is developed, leaving only exposed

photo-resist on the substrate. Using thermal evaporation a 5 nm titanium layer is added on top

of the photo-resist, followed by a 80 nm gold layer. After sputtering, the remaining photo-resist

is dissolved in acetone, leaving only the metallic IDT deposition on the substrate.

Correct alignment of the mask and the major axis is important, as any deviation from par-

allelism will change the resonant frequency of the chip. If the IDT is misaligned, the applied

frequency must be changed to achieve resonance on the substrate, which in turn changes the

behaviour of acoustic �elds. Another factor regarding IDT manufacture is the achieved quality.

The metallic deposition or photoresist imprint may both be �awed, leading to a deviation from

the design on the �nal chip. The resonant frequency on chips has been seen to vary, which may

be caused by chip deviations from design.

4.2.5 Network analysis

While network analysis adds no insecurity to the experiments, the concept will be utilized in the

following chapter, and an introduction here is thus appropriate.

To test the chips produced using a given design, network analysis is performed using a vector

network analyser. As it is carried out on an expensive piece of equipment it is only performed

once per design. Network analysis is a tool to measure the relation between input and output

at di�erent ports of an electronic circuit, described via scattering parameters Sα,β , measured in

dB. The IDTs on substrate chips can be considered as ports, and the chip a two-port system.

Assume power is input at one IDT, here named port 1. The re�ection coe�cient, S1,1 describes

the amount of power leaving the system again at port 1, while the admittance coe�cient S2,1,

describes the amount of power leaving the system at port 2, i.e. the other IDT. Vice versa coef-

�cients S2,2 and S1,2 describes re�ection and transmittance coe�cients from port 2. Scattering

parameters depend on input frequency, with optimal transmittance and minimal re�ection at

resonant frequencies.

The analysis is performed by alternately inputting power from ports 1 and 2 in a closed

circuit and a short-circuit case and measuring the re�ected and transmitted powers. The output

of the test is the scattering parameters as functions of input frequency over a span of interest -

30MHz to 40MHz in this case. The optimal operating frequency of the chip, i.e. the frequency

at which most energy is transmitted through, can be found by plotting the scattering parameters
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as a function of frequency. At resonance re�ection coe�cients are minimal, while transmittance

values reach maximum values. Physically this means a lot of energy is transported through

the system and little is re�ected out, i.e. meaning maximum displacements and e�ciency. The

S-parameters of the original chip design are shown in Fig. 4.4.
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Figure 4.4: IDT Scattering parameters. By performing network analysis on IDT substrate chips,

transmittance and re�ection coe�cients are found as functions of frequency. At resonance, there

is minimal re�ection in the system, i.e. S1,1 and S2,2 are low, while transmittance coe�cients

S1,2 and S2,1 are at their highest. As explained in Section 4.2.2, this occurs near
λ

vSAW
≈ 39MHz.

A chip with a misaligned IDT design would show resonance at a di�erent frequency.

4.2.6 Microchannel bonding on substrate

The surfaces to be bonded are activated by exposure to oxygen plasma in a plasma cleaner. A drop

of ethanol is applied to the substrate before placing the chip on top of it. The substrate and chip

are aligned under a microscope using tweezers, with alignment marks on both designs acting as

a visual aids in alignment. As the ethanol evaporates, the activated surfaces come into contact,

forming covalent bonds. Thus, the time available to align the substrate and chip is limited by the

size of the ethanol drop.
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Proper alignment of the microchannel on the substrate is important, in order to obtain sym-

metry in the y-direction, with regards to the SSAW and �ow in the x-direction. The red ellipses

Fig. 4.3 illustrate the large variations in x-velocity that can be introduced on the current chip for

an alignment insecurity of just 5 µm. Due to the soft nature of PDMS it can also easily be twisted

askew when aligning the chip and the substrate. The IDTs and the channel may thus deviate

from parallelism, adding non-zero acoustic �eld components in the x-direction, i.e. ∂xs 6= 0.
PDMS Hydrophilicity In order to properly bond the chip and substrate, it is crucial to

properly mix the PDMS during chip manufacture. If PDMS is not properly mixed, the mechanical

properties of PDMS are not isotropic, which cause poor bondings, which in turn cause �uid

leakages. Poorly mixed PDMS seems to be turn less hydrophilic during plasma treatment. If

leakages occur frequently, hydrophilicity of the PDMS used should be quanti�ed. A quickmethod

developed for this is outlined in Chapter A.

4.2.7 Modi�ed microscope slide and wire-bonding

The modi�ed microscope slide serves as a connector between substrate and signal generator. A

gold pattern of two wide rectangles and a single thinner slit are sputtered onto the slides, and

SMA radiofrequency connectors are welded onto each end of the slides, connecting the wide

blocks to the ground and the single slit to the signal pin.

The substrate chips are taped on to the microscope slide using double-sided tape to allow

reuse of the microscope slides. The inner connector pad of both IDTs is connected to signal, and

the outer is connected to ground. If the connections to connector pads are asymmetric, there

will be a phase di�erence of between the SAW propagating from the left and right sides of the

channel. This will in turn shift the SSAW to the side, causing an asymmetric actuation of the

�uid.

Experiment factors

Essentially, four factors are of importance when running experiments on a �nished device. The

’�ow factors’: �ow ratio and total �ow [µl h−1], and the ’�eld factors’: signal generator frequency

[Hz] and amplitude [V].

Flow factors. The �ow rates of the inner and outer �ows a�ect the �ow distribution and

particle concentrations at the outlets. Consider a channel of length Lc and width wc as shown in

Fig. 4.5. A polydisperse solution and a sheath liquid of ultra pure water are introduced via inlets

with volumetric �ow rates V̇ps and V̇sf . The ratio of �ow rates ϕ between the two �ows and their

sum V̇t, dictate the concentrations of �ows leaving the chip at the outlets.

V̇t =V̇sf + V̇ps , (4.3a)

ϕ =
V̇sf

V̇ps

. (4.3b)

Based on these some observations regarding exiting concentrations, when no SAW is present,

can be made.



4.2. FACTORS INFLUENCING EXPERIMENT 41

Exiting concentrations. For a given geometry, a ratioϕ = ϕeq exists, at which the two �ows do

not mix, i.e. all the sheath �uid enters and leaves at the outer outlets. It is assumed that particles

will solely be transported by advection, i.e. follow streamlines in the �uid. Based on this the

relation between ϕ and ϕeq determines the exiting concentration of both �ows. For ϕ > ϕeq ,

some of the polydisperse solution will exit the chip via the outer outlet, leading to a non-zero

particle concentration at the outer outlet, while the �ow exiting the inner outlet is undiluted. At

equality, the solutions of both �ows is unaltered. For ϕ < ϕeq some of the sheath �uid will exit

through the inner outlet, diluting the polydisperse solution. The three cases are illustrated in Fig.

4.5.

(a) ϕ < ϕeq (b) ϕ = ϕeq (c) ϕ > ϕeq

Figure 4.5: Flow scenarios for varying �ow ratios. A centre �ow containing particles is sur-

rounded by a sheath �uid, containing no particles. Assuming particles are solely transported by

advection, the particle paths are described by streamlines. Streamlines are determined by the ra-

tio of �ows ϕ compared to an equilibrium ratio ϕeq. (a) If the ratio is lower than the equilibrium

ratio, some stream-lines from the centre �ow will exit via the outer outlets, mixing particles into

the sheath �uid. (b) At equality, the two �ows will not mix, and particles will solely exit via the

inner outlet. (c) Above the equilibrium ratio some of the sheath �owwill exit via the inner outlet,

diluting the centre �ow.

Di�usion. The assumption that particles follow streamlines requires that no di�usion takes

place along the length where the �ows are adjacent. The validity of this depends on particle

diameter a, and the total volumetric �ow rate V̇t. To get a worst-case estimate of the di�usion

coe�cient, the smallest values of these are used; a = 0.3 µm, V̇t = 5 µLh−1.

The time a particle spends in the channel is called the retention time, τ . While this time

depends on the mechanical properties and entering position in the y,z-plane of particles, a mean

value, τ r, can be found based on the channel cross-sectional area A, and length Lc, and typical

values of the total �ow rate,

v =
V̇t

A
≈ 10−12m3 s−1

10−9m2
= 10−3ms−1 , (4.4a)

τ r =
Lc

v
≈ 10−3m

10−3ms−1
= 1s. (4.4b)
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a = 300 nm a = 1 µm a = 10 µm

V̇t =10 µLh−1 146 µm 80 µm 25 µm

V̇t =100 µLh−1 46 µm 25 µm 8 µm

V̇t =500 µLh−1 21 µm 11 µm 4 µm

Table 4.3: Di�usion lengths for a selection of �ow rates and particle sizes. The span of �ow rates

and particle sizes shown cover the ones used.

Based on the retention time, an estimate of di�usion length Ld, can be found using the

D =
kBT

6πηa
≈ 10−12m2 s−1 , (4.5a)

Ld =
√

4Dτ r ≈ 10−5m , (4.5b)

whereD is the di�usion coe�cient, and kB is Boltzmann’s constant. The di�usion coe�cient is

calculated using the Stokes-Einstein-Sutherland equation, which is valid for spherical particles -

much larger than the solvent particles - in a low Reynolds number �ow.

As the mean di�usion length of particles is on the order of 10 µm, it is deemed unreasonable

to neglect di�usion along the channel for the example values used. From Eq. (4.5) it is clear that

di�usion length scales with Ld ∝
√
a−1v−1. As polydisperse solutions are used in experiments,

di�usion lengths will di�er for the particles in the suspension, with smaller particles di�using

to a larger extent. As the smallest particle size was used in calculating the di�usion coe�cient,

particle di�usion will be smaller for the remaining particles. Similarly, most �ow rates used will

be higher, leading to less di�usion. Adding further to the complications, the velocity will vary

from zero at walls to a value vmax at the centre of the channel, as shown in Fig. 4.3. This leads

to particles having widely di�erent retention times, and thus widely di�erent di�usion lengths.

The takeaway is that for su�ciently high �ow rates, the particle motion of most particles

in the �ow can generally be described by streamlines. Deviations from this increases with de-

creasing particle size and distance from walls. Table 4.3 shows the di�usion length of particles

of various size for various volumetric �ow rates. It is apparent, that submicron particles even at

the highest �ow rates shown show substantial di�usion. Note, it is thus easier to separate large

particles from small ones, than vice versa.

Sedimentation. Particles moving along the channel may come into contact with walls either

due to di�usion or to forces acting on them, e.g. gravitational forces or the acoustic radiation

force. As particles near walls and enter the viscous boundary layer, the surrounding �uid velocity

substantially decreases, reaching zero at walls due to the no slip condition. As the Stokes drag

is proportional to the relative �uid, particles in close proximity to the walls will nearly come to

a standstill. Hence, a build-up of particles will form when running experiments for an extended

duration. These particles may aggregate into larger agglomerates, which can a�ect the �ow con-

ditions and acoustic �elds within the channel. Periodic �ushing of the chip with large amounts

of ultra pure water may clear out some of the sedimentation, but during runs it is impossible to

avoid entirely.

Field factors. The amplitude and frequency of the signal generator a�ect the character of

the SAW. For a given frequency, the voltage amplitude of the signal is directly proportional to
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the displacement amplitude of the SAW. The amplitude of the displacement is proportional to

the intensity of the acoustic �elds generated in the liquid, which in turn is proportional to the

acoustic radiation force.

The frequency determines the frequency of the SAW, and also in�uences the displacement

amplitude of the signal, with displacements peaking at resonant frequencies, as mentioned in

Section 4.2.2.

Approach

In summary, �ow and �eld factors collectively determine e�ective particle migration along the

channel. The �ow ratio a�ects the tendency of particles to stay within the centre of the chip,

while the total �ow determines velocity, which in turn in�uences the e�ective time particles

experience the acoustic radiation force and the degree of di�usion along the chip. Field factors

determine the amplitude and frequency of the standing surface acoustic wave, which is related

to the magnitude of the acoustic radiation force. By balancing the factors, particles can be se-

lectively sorted based on mechanical properties, as illustrated in Fig. 4.6. The factor balancing is

performed using tedious a one-factor-at-a-time (OFAT) approach. This results in low empirical

resolution, increases the risk of human error in measurements and data acquisition, and requires

simultaneous handling of 4 pieces of equipment. To alleviate these problems and increase the

utilization of equipment, the program described in chapter Chapter 5 was developed.

4.3 Relating experiments to numeric model

In order to use experimental results to verify the numerical model, some congruence between

the two is necessary. The experiments are inherently 3D, but can currently only be observed in

2D, namely in the X,Y-plane. The numerical model, however, can be used to describe acoustic

�elds, and estimate particle movement in the Y,Z-plane in the active area. Thus the experiments

and the model can only be compared based on the Y-position of particles in a stop �ow situation

on the device.

As outlined in the above, experiment outcome is in�uenced by each step of the experiment

from conception through execution. In order to numerically model the experiments, all factors

should be accounted for in some way. This is, however, in no way feasible. As shown, some

factors in Table 4.2 cannot be accounted for in the model in its current state, while others more

can. The geometry and mechanical parameters of the model are examples of factors which can

readily be changed, if the physical value is actually known.

Other factors such as sedimentation, di�usion and particle-particle interactions are possible

to model, but would require implementation of new physics interfaces, at the cost of increased

model complexity, i.e. risk of errors,. By adding a third dimension to themodel, andmodelling the

piezoelectric motion, the e�ect of having non-parallel SSAW and channel could also be modelled,

causing higher computational requirements.

In conclusion, a numeric model can always be expanded to take an increasing number of

factors into accont. From a simple cost-bene�t point of view, it is decided that it is neither

reasonable or worthwhile to expand the numeric model to include the all the above mentioned

e�ects, at the current point. It is, however, important to bear in mind that they may come into
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play, and to realize that a numeric model only estimates reality as well as its assumptions are

valid.
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Figure 4.6: Experiment factor balancing. By balancing the advection of particles with the magni-

tude of the acoustic radiation force, selective particle separation can be achieved. Vertical lines

indicate the division into three outlets. (above) At slow velocities, particles have long retention

times in the active area. The radiation force dictatesmovement towards the centre outlet, through

which all particles leave. (middle) A balance is struck between advection and the acoustic radi-

ation force, causing particles of a given size to exit via the center outlet, while smaller particles

leave in outer outlets. (below) At high �ow rates, particles will have little retention time in the

active area, and all particles leave through outer outlets regardless of size.
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Chapter 5

Automation program

Asmentioned in the previous chapter, the method of carrying out experiments at the group stood

to be improved. The method requires little decision-making, but demands consistency for results

to be useful and a lot of time to get good experimental resolution. As such, themethod is perfectly

suited for automation. As the author has substantial prior experience with the programming

environment LabVIEW, an automation program was developed using this.

This chapter gives an introduction to the programming environment in which the program

is developed, describes the development process of the program, and details the program in its

current state. For brevity, the program will not be presented in its entirety within the thesis, as

the primary focus is on the development of the program, and not the speci�cs of programming

in LabVIEW.

5.1 LabVIEW

LabVIEW1 is a programming software, catering speci�cally for engineering purposes. Programs

in LabVIEW can be designed to run on PCs or a number of designated data acquisition hardware.

The program in question here runs on a PC. LabVIEW is a graphical programming environment

meaning functions are represented by symbols and data connections is shown by wires connect-

ing functions. Thus, LabVIEW programs can often be read much like a �ow chart would be.

Fig. 5.1 shows a minimal comparison between classical text-based coding and programming in

LabVIEW.

Programs in LabVIEW are called ’virtual instruments’ (VIs). VIs always contain a front panel

and a block diagram. The front panel acts as the user interface, while the block diagram contains

the programming. Values in VIs are de�ned in nodes. Nodes are either constants, indicators

or controls. Constants appear only in the block diagram, while controls and indicators provide

tunnels between the front panel and the block diagram. Controls are values input in the front

panel to be used in the block diagram, while indicators are used to display results from the block

diagram on the front panel. Fig. 5.2 illustrates the front panel and block diagram of a very simple

arithmetic operation. Any VI can be used as part of a larger architecture. VIs used as components

are termed subVIs. A subVI will be represented as a symbol in the block diagram of the larger VI.

1Laboratory Virtual Instrumentation Engineering Workbench

47
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Figure 5.1: Text-based programming vs the graphical approach of LabVIEW. In LabVIEW pro-

gramming elements are represented by symbols. Data �ow is visualized by wires connecting

said symbols. While the example is simple arithmetic, LabVIEW contains complex functions and

data structures similar to those found in other programming languages.

When used as a subVI the controls make up the input, while the indicators are output. Proper

use of subVIs prevents clutter and makes large architectures transparent.

Figure 5.2: Front panel and block diagram example. The front panel of a program allows for user

input in controls, and displays outputs from the block diagram in indicators. The example takes

a user input, (Num1), adds a constant (Num2) to it, and multiplies the sum with the constant.

The �nal result is displayed in an indicator (Result) on the front panel.

A point in which LabVIEW di�ers greatly from text-based programming is execution timing.

While text-based coding is rather linear, the order in which functions are performed in a VI is

controlled by data �ow. This means functions will run when all inputs are available. In Fig.

5.2, this means the multiply function will not execute before the addition function has run and

passed on a value. No other factors a�ect the timing of functions, meaning functions which

have no data interdependence can run in parallel if their inputs are available at the same time.

Understanding data �ow in block diagrams is thus crucial to creating a reliable program. Whereas

the VI examples in Figs. 5.1 and 5.2 have very simple data �ows, the �nal automation program

needs a complex �ow of data to achieve the desired functionalities.

5.2 Program development

The approach used to develop the automation program bears resemblance to the initial stages of

a product development process. As such, the approach will be described accordingly, using terms
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and methodology described in Ref. [22]. The �rst �ve steps in a product development process

outlined there are applied here, in the extent possible. Accordingly, members of the Micro�uidics

Research Group will be termed users or customers henceforth. The steps are as follows; (i) iden-

tifying customer needs, (ii) establishing target speci�cations, (iii) generating product concepts,

(iv) selecting product concept, and �nally (v) testing product concepts.

5.2.1 Identifying customer needs

The most fundamental principle of a product is that it must satisfy a customer or user need.

Needs can be explicitly stated by users or latent needs the users do not realize themselves. Some

user needs are quite individual, but should be considered nonetheless.

Information of user needs are usually gathered using interviews, focus groups or by observ-

ing products in use. The user needs of the program were initially mapped by simply taking part

in experiments and manufacture. As the program started taking shape and the users started re-

alizing the capabilities of a LabVIEW program, new user needs were gathered by conversations

with the users. While one should strive to uncover as many user needs as possible, not all needs

are equally important, so the needs were ranked. Table 5.1, shows a list of uncovered user needs

in chronological order.

Implicit user needs. The user needs marked in italic in the table indicate unspoken needs,

expressed by yours truly. These are needs not speci�cally stated by users, but nonetheless rec-

ognized by developers. Unspoken needs can be either implicit or latent. The need ’The program

must be robust’ is an example of an implicit need. While it isn’t directly stated, it is clear that

software is generally better when it is robust, i.e. it largely behaves in the same manner regard-

less of the input given. The remaining unspoken needs in Table 5.1 are latent needs. These are

needs users have not thought of, but which developers regard as potential needs. In this speci�c

case, the discovered latent needs could readily be discussed with the users, verifying that they

would indeed prove useful.

5.2.2 Setting target speci�cations

User needs are quite objective and as such hard to measure. Therefore, it is necessary to translate

the needs to a metric base in order to verify the user need is met. Abstract user needs may need

more than a single metric to express them. Vice versa, a single target speci�cation may be used

to describe the satisfaction of more than one user need.

While it can be di�cult to quantify user needs, metrics can often be set even for rather

abstract statements with a little ingenuity. An abstract need such as a demand of intuitiveness

may be approximately quanti�ed as, ’all buttons must have tags indicating their function and

current state’. While intuition is rather individual, the speci�cation does however set a metric

for the transparency of the program, and thus how easily the function is perceived. Note that

this is a binary metric, which is entirely acceptable, and quite common for the program as most

user needs regard the use of the program.
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Table 5.1: User needs and their corresponding target speci�cations, ordered chronologically from

�rst to last uncovered. Needs in italic indicate implicit needs.

Imp. User need: Target speci�cation: Metric

5 We need to control the �ows 3 syringe pumps can be controlled

at once

Instruments

5 We need to control �eld A signal generator can be con-

trolled

Instruments

4 We need to monitor the �ow A live feed from the SLR can be es-

tablished

Binary

4 We need to record images and

movies of the �ow

The SLR can save images or record-

ings of the live feed

Instruments

4 The program must be robust No possible user input causes pro-

gram to crash

Binary

2 The IDTs must not overheat Signal generator amplitude may

not exceed 15 V

Voltage

2
The program must respond

quickly

Response time must be below

100 µs
Time

All inputs are matched by a re-

sponse from the system

Binary

3 We need to quickly stop �eld

and �ow sometimes

A stop-button that consistently ex-

its program properly is included

Binary

2
The program must be intuitive

(or X will not use it)

Buttons have tags indicating their

function and current state

Binary

All input possibilities are visible in

a single window

Pixel size

5 We need to be able to control in-

struments manually

Input values can be set freely - in

manual mode

Input

4 Changing values mustn’t be

more di�cult than now

All values are changable within no

more than 3 interactions

Clicks

4 Program must automate experi-

ments

A list of sets of instrument values

can be input

Input

1 We want to have functionality

to monitor the device

A camera observing the device can

be controlled (Web camera)

Instruments

2 Program must control oscillo-

scope

An oscilloscope can be controlled Instruments

2 Program must have basic sub-

strate QC capabilities

A pseudo-network analysis can be

performed

Instruments

4 Program must systematize data

acquisition

Images are named according to

their �ow factors and the current

date. Su�xes are added to doublet

names

Binary

5 The program may need to be ex-

panded in the future

New features must be easily imple-

mented

Intangible
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5.2.3 Generate product concepts

In the initial stages of development, the user needs to manually control the �ow and to pause,

and stop the program at any time were not uncovered. This can be achieved by two di�erent

approaches/concepts as illustrated in Fig. 5.3; a sequential structure and a state machine. Each

structure has its bene�ts and disadvantages.

Multiple states

Logic to decide next state

One possible action

Repeats x times

Figure 5.3: Program concepts in consideration. Sequential structures are a linear approach to

coding, where a sequence of code snippets is repeated a number of times, e.g. once for each entry

in an input �le. A state machine is a looped structure, wherein several snippets of code (states)

are de�ned, and a logic is implemented to choose which state to run each iteration. The choice

between the two stuctures is a weighing of time to program vs scalability and responsiveness of

the program.

Sequential structures are generally very simple. In the following, sequential structures are

taken to mean inherently linear structures. This means little time goes into planning them, as

the design options are quite limited. As the �ow of data is always unambiguous, the functioning

of a sequential structure can be inferred at a glance. Furthermore the linearity makes debugging

very simple, as errors can only propagate in one direction.

The linearity of sequential structures is also their largest disadvantage. The linearity makes

code hard to expand upon, and makes it hard to implement user reactions. Listing 5.1 illustrates

the linearity with piece of pseudo-code for a sequential structure.

Repeat 100 times;
Code snippet 1
Code snippet 2

End repeat

Listing 5.1: Pseudo-code of sequential structure

State machines are built up on a simple principle. An initial state is run, a state selector (SSL)

logic determines the next state to be run, that state is then run, the next state is determined, etc.

State machines are in essence just sequential structures, where the snippet of code run can vary

between each iteration, and no �xed number of iterations is set. The greatest strengths of a state

machine is its responsiveness - as the state selection can easily be tied up on user input - and

scalability. State machines can easily be expanded with new states, as long as the SSL is updated

to re�ect the new possible states. The layered structure within state machines can make them
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rather hard to interpret. Furthermore the complex data �ow between states makes debugging

challenging, as it can be di�cult to determine where errors arise. This holds particularly true

when insu�cient planning has been done prior to programming the state machine. A far stricter

protocol to error handling and data guidance will generally be necessary for state machines than

sequential structures. Listing 5.1 shows a piece of pseudo-code for a case structure, wherein two

states are run alternately, until terminated by a user input. This is of course a very simpli�ed

case. In reality, the case selector logic will be far more complex, and the states more numerous.

Next state; State 1
Repeat until condition=1;

Select state;
State 1

Code snippet 1, Next State; State 2
State 2

Code snippet 2, Next state; State 1
State 3

Condition = 1
End select
If ’Stop pressed’
Next state; State 3

End If
End repeat

Listing 5.2: Pseudo-code of a state machine containing 3 states. State machine will not terminate

before ’Stop’ is pressed

5.2.4 Selecting and testing product concept

Concept testing and selection involves selecting and comparing a number of concepts. The suc-

cess of a concept is measured in how well it meets target speci�cations in Table 5.1. Target

speci�cation can be categorized in general groups, as shown in Table 5.2. To compare the two

concepts, a comparison of how well they fare in each speci�cation group is made.

Instrument control: Incidentally, the most prominent target speci�cations - handling in-

strumentation - are some of the easiest to satisfy and test. The instruments controlled in the pro-

gram are all connected via USB-cables, bar the SLR camera which is connected via a IEEE 1394

(�rewire) connection. Instrument connected to a PC, can be assigned custom VISA2 resource

names. The port settings necessary for the PC and instrument to communicate are automatically

attached to the resource name. Thus instrument connections in LabVIEW are very simple once

a VISA resource name has been assigned. Fig. 5.4 shows a VI to control a syringe pump, using

its VISA resource name.

Connecting to the signal generator, oscilloscope and web camera follow the same general

process. Instrument connectivity procedure is the same regardless of structure used. However,

a state machine is better suited at connecting and disconnecting instruments on the �y.

Run mode: The concepts must enable two possible run modes; automated test sequences

and manual control. The two modes have a common framework - as the VIs used are largely the

same - with the primary di�erence being the user input mode. In order to obtain two run modes

2Virtual Instrument Software Architecture
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Table 5.2: Target speci�cations grouping. Speci�cations

Target speci�cation: Speci�cation group

3 syringe pumps can be controlled at once Instrument control

A signal generator can be controlled Instrument control

A camera observing the device can be controlled (Web camera) Instrument control

An oscilloscope can be controlled Instrument control

Signal generator amplitude may not exceed 15 V Instrument control

Input values can be set freely when in manual Run mode

A list of sets of instrument values can be input Run mode

A live feed from the SLR can be established Live feed

The SLR can save images or recordings of the live feed Live feed

A pseudo-network analysis can be performed Data acquisition

Images are named according to their �ow factors and the current

date. Su�xes are added to doublet names

Data acquisition

No possible user input causes program to crash Program robustness

A stop-button that consistently exits program properly is in-

cluded

Program robustness

Response time must be below 100 µs User responsiveness

All inputs are matched by a response from the system User friendliness

All inputs are matched by a response from the system User friendliness

All values are changable within no more than 3 interactions User friendliness

Buttons have tags indicating their function and current state User friendliness

All input possibilities are visible in a single window User friendliness

New features must be easily implemented Program scalability

using sequential structures, two separate programs must be created, while a state machine can

incorporate both modes. Automated tests are run by inputting a �le with a list of sets of �ow and

�eld values. The program sets the instrument values according to the �rst input set of values,

allows a short time for the system to relax, takes a picture of the channel, and continues to the

next set of values. This is automatically performed for all value sets in the input �le. Once the

end of the list is reached, the automated run is complete.

Running the program in manual mode essentially transforms the program to a control center

for the instruments. When running in this mode, users have complete control of �ow and �eld

factors, and can start recording images and movies at any time. When running manual mode the

program perpetually compares the values it last passed to the instruments, to the ones the user

has input. When the values di�er, the new user input values are passed to the instruments. The

program leaves manual mode when the user speci�cally selects to do so.
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Figure 5.4: VI to control syringe pump. The VI uses 4 controls and contains 5 subVIs, each

containing instrument routines. (I) Using the VISA resource name, a connection is established

between the PC and the syringe pump. (II) The syringe pump settings are then reset. (III) The

diameter of the used syringe is set (IV) and so it the the desired �ow rate (V) Finally, the pump

is started.

A simpli�ed �ow chart of manual and automated run modes in a state machine is shown in

Fig. 5.5. For clarity the �ow chart shown is rather simpli�ed. In reality, a far more complex SSL

is implemented. This causes interconnectivity between practically all states in the state machine,

which will not be discussed here. The reader is referred to the appendix for a description of the

program functionality.

Live feed: A live feed of the channel �ow can be established by connecting to the SLR, cap-

turing an image through it and displaying it on the front panel. When this is performed at a

su�ciently high refresh rate, the images will be perceived as a �uid live stream. This may be re-

alized in both sequential structures and state machines, although timing is more easily controlled

in a state machine.

Data acquisition: An approximated network analysis can be implemented in parallel with

a sequence structure or directly implemented in a state machine. However, as the network anal-

ysis requires a di�erent set-up than the manual and automatic run mode, it makes little sense to

implement directly in a state machine. Thus, the network analysis should be implemented as a

separate program, regardless of the chosen concept. Automatic naming is equally simple to in-

clude in both concepts, as it is simply a matter of creating a proper subVI. Due to its importance

in automating the data acquisition process, it is described here. In order for recorded images

to be useful a consistent, transparent naming convention is required. Without consistency an

automated data analysis cannot possibly be carried out. Transparency in naming is important to

e�ectively convey the conditions of an image. Without knowledge of the �ow and �eld factors

- and preferably the particle solutions used - images merely illustrate a possible particle sepa-

ration scenario. Thus, a image naming system was made to ensure that all names contain this

information. The format for the images was requested by the users to be

’[Pump i Prefix][Pump i flow rate]ulh\_[Field frequency]\_MHz\_[Field amplitude
]dbm\_Field\_[on\/off]\_[doublet suffix].[file format]’

where i = 1,2,3, depending on the �ow set-up. Fig. 5.6 shows part of the subVI naming images

taken.
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Idle

Connectivity

Change instrument

input values

Take picture

Manual run

Read next run

instrument values

Read sequence le

Exit

Figure 5.5: Flow chart of the state machine solution to atlernate run modes. Illustration of prin-

ciple �ow chart of the state machine employed. Each box represents a state of the state machine

while the lines represent the state selector logic. The colour coding illustrates. steps; in an au-

tomated sequence test (blue), when running manually (red), shared by both routines (magenta),

and to initialize and exit the program (black). Note, the state selector logic shown is a rather

simpli�ed version, as the real one would obfuscate the �ow chart entirely.

Program robustness: In order for a product to be robust, it must be insensitive to variations

in run conditions. In the context of the program robustness means that regardless of user input

combinations performance must be consistent. As actual users interaction may di�er greatly

from the intended one, it can be di�cult to predict robustness breaches. Sequential structures

are invariably more prone to breaches of robustness, and require a larger amount of debugging

and error checking, as more input possibilities are available and data �ow is non-linear, unlike

sequential structures.

User responsiveness: With regards to timing, state machines are far superior to sequential

structures. While a sequential structure can include a point in the sequence wherein user input

is polled for, a state machine can continually poll for user input between each state, and react

accordingly. User inputs can thus be handled much more quickly in a state machine, than in a

sequential structure.

User friendliness: While user input possibilities are limited in a sequential structure, the

user interface is independent of the concept chosen.

Scalability: State machines are in their nature very scalable. New functionality is simple

added by implementing it as a new state containing while updating the SSL accordingly. Se-

quential structures can only really scale with very speci�c functions.
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Figure 5.6: SubVI illustrating image naming operation. The image naming is a series of string

and path operations; (I) For each currently active pump, �ow rates and customizable pre�xes,

(e.g. contents in syringes) are appended. (II) A su�x describing signal generator is added to

the resulting string, and (III) the �le extension concludes the name. (IV) The path of the image is

added, and (V) after verifying an image with that name does not exist already, the image is saved.

If an image with the same name does exist, an integer su�x is added to the end of the name and

the �le is attempted saved. This is continued until an available name is found. The operation

exempli�es well why the program in its entirety will not be presented in the thesis. Even simple

tasks take up copious amounts of space. It is however, available to view the code as a .html-�le

at http://tinyurl.com/hsao8xm.

5.2.5 Final product concept

The categories outlined above vary greatly in importance, with scalability and robustness being

particularly important. The choice of concept was came down to weighing the possibility of

future expansions in a state machine against ease of programming and debugging in sequential

structures. In the end, functionality outweighed the aspect of programming di�culties. Had the

time frame for the programming been shorter, the sequential structure approach would likely

have been chosen, as a simple, running program is better than a complex, non-functioning pro-

gram after all.

The programming itself, i.e. the block diagrams will not be shown here. Fig. 5.6 shows part

of a subVI, illustrating why the LabVIEW code is not included in the main thesis, as even fairly

simple procedures take up a lot of space in graphical programming. For a view of the entire

program, refer to the scrollable, zoom-able �le ’Main.html’ in the shared dropbox-folder, linked

to here: http://tinyurl.com/hsao8xm

Note it may be necessary to download the folder in its entirity to view Main.html
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Figure 5.7: Automation program front panel. Controls and indicators on the front panel are

sectioned based on their functionality. (I) The controls for running the program in automation

mode include buttons to start, pause and resume the automation sequence, and buttons to �ush

device or stop program entirely. The �ush pump, i.e. the pump containing sheath �uid is also

designated here. (II) The indicator section shows the current �ow and �eld factors, the volume

necessary in syringes in pumps 1 to 3 to carry out entire sequence, and a status in the current

automation sequence. (III) The section for manual run mode, contains the necessary inputs to

control �eld and �ow factors, and to capture and save pictures. Strings to be used as pre�ces in

the naming convention are entered here as well. (IV) In the instrumentation section users select

the instruments needed for the current run mode. The section also contains connection options,

which should only be changed if new instruments are introduced. (V) In the view section, options

regarding live view, live capture, camera settings and the images shown on displays 1 and 2 are

selected. (VI) The video section determines the codec, frame rate and path of video recorded.
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5.3 Supplemental programs

Two quite simple programs were developed to use in conjunction with the automation program;

a program to write .csv �les to use as input for the automation program, and a pseudo network

analyzer.

While input �les can be written using any program that saves in .csv format, a program was

made to enable users to create �les of the proper format. Users need only input values into the

program, which then handles formatting.

The pseudo network analyzer was made to quality control substrate chips. The network

analysis described in Section 4.2.5 requires a vector network analyzer, which is a rather expen-

sive piece of equipment. The group does not own one such, but was allowed to use one to test

each design. In order to be able to perform something akin to network analysis using the instru-

ments at hand, a program with a similar function was made. The program makes use of signal

generator and oscilloscope to obtain approximate values of the transmittance coe�cients. An

alternating current is applied to one IDT (port 1) using the signal generator and the correspond-

ing output at the other IDT (port 2) is measured using the oscilloscope. By sweeping through a

range of frequencies, a plot of the transmittance coe�cient S2,1 is determined, while switching

the connections yields S1,2.

Fig. 5.8 shows the front panel of the supplemental programs.
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(a)

(b)

Figure 5.8: Supplemental LabVIEW tools. Programs to (a) create input .csv-�les for the automa-

tion programs and (b) run a simple version of a network analysis. The .csv-�le maker was devel-

oped to ensure no other programs than LabVIEW are necessary to run experiments, while the

network analyser wasmade to provide substrate chip quality control. While providing lower pre-

cision and lacking the ability to measure re�ection coe�cients, the program performs analysis

on-site on instruments costing a fraction of a vector network analyser.
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Chapter 6

Numerical and experimental results

This chapter will examine the validity of wall boundary conditions as simpli�cations of modelled

interactions between solid and �uid domains. The validity will be examined as a function of solid

dimensions, at and o� resonance. Due to the heavy computational needs of the numeric model,

each simulation is very time-consuming so only a select few simulations have been run thus far.

Also presented in this chapter are a results from a network analysis performed on a new

substrate chip design at the Micro�uidics Research Group headed by Bjørn T. Stokke, at NTNU

and a showcase of how future experimental data can be used to verify the numeric model.

6.1 Comparison methods

In order to consistently compare results found using

The numerical basis for comparing results are the �rst order acoustic �elds. To recapitulate,

the physical value of �eld s, at a time t, is found as the real part of the complex �eld value

sphysical(r, t) = ℜ
[
p(r) · e−iωt0

]
. (2.1)

As such, the complex �eld value s at any time, contains the current physical value ℜ(s), as
well as the time-dependence of the valueℑ(s). To compare acoustic �elds, the real part at a given

time is thus not representative. Two identical �elds may take on di�erent appearances due to a

phase di�erence between them. Vice versa, two �elds may bear resemblance at one instant, while

being dissimilar at another. A more representative comparison can be made using the absolute

value of a �eld

‖s(r, t)‖ =

√

ℜ [p(r) · e−iωt0 ]2 + ℑ [p(r) · e−iωt0 ]2. (6.1)

The absolute value of a �eld value in a given point indicates the maximum value the point

reaches during a harmonic cycle, i.e. the amplitude of �eld value oscillations. Fig. 6.1 exempli�es

the di�erence in comparing instantenous �eld values and comparing absolute values of �elds.

Plots of pressure and velocity �elds provide information on physically relatable quantities.

In experiments, however, the observed variable is the acoustic radiation force. Thus we will

henceforth solely consider plots of the acoustic radiation force - explained in Section 2.6 - on a

61
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(a) (b)

(c) (d)

(e) (f)

Figure 6.1: Instantaneous v absolute values. Instantaneous and absolute values of �rst order pres-

sure �elds p. When comparing instantaneous values, the hard (a) and lossy wall (e) conditions

appear similar while �eld of the modelled glass (c) is out of phase and stands out. The absolute

values, however, reveal the similarity between the hard case (b) and the modelled glass (d). The

lossy wall condition (f) is clearly di�erent from the two. In fact, the lossy wall condition yields

a travelling pressure �eld, i.e. one in which the features translate in the channel, while the hard

wall and modelled glass yield �elds that are stationary, but oscillating.

reference particle to provide a comparison basis with regards to acoustophoresis. Throughout

the result section thesis, the reference particle will be a 20 µm polystyrene bead unless otherwise

speci�ed. This is a commonly used particle size and material in micro�uidic experiments. To

illustrate that the radiation force depends on both pressure and velocity magnitude gradients

Fig. 6.2 shows contour plots of these alongside force �eld plots.

6.2 Boundary condition validity

The four study cases introduced in Section 3.3.5 are used to test boundary condition validity;

(i) the hard wall boundary condition, (ii) the lossy wall boundary condition, (iii) coupled �uid

and glass domains and (iv) coupled �uid and PDMS domains. Hard wall validity is tested by

comparison of acoustic �elds from cases (i) and (iii), while lossy wall condition validity is tested

using cases (ii) and (iv). The wall conditions are tested by comparing the acoustic �elds found

using boundary conditions to three full model simulations. The �uid domain dimensions and

actuation parameters are kept constant in all four simulations, while three di�erent solid domain

dimensions are used, as shown in Table 6.1.

6.2.1 Hard Wall condition

The hard wall boundary condition is compared to modelling the surrounding glass. The resulting

pressure and force �elds are shown in Fig. 6.3. Note the solid domains are not shown, as only
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(a)

(b)

Figure 6.2: Radiation force dependencies. Surface plots of the radiation force with contour plots

of (a) the absolute pressure and (b) the absolute velocity magnitude added to them. The plots

illustrate that the radiation force contains features determined by both �elds. Features in (a)

along which contour and surface plots show coherence, are primarily determined by pressure

gradients, while the same holds true in (b) for velocity magnitude gradients.

the acoustic �elds in the �uid are of interest in acoustophoresis. The �gure shows that the hard

wall condition does not approximate thin borosilicate glass walls at all. Intuitively this makes

sense, as the hard wall condition is based on the assumption, that the wall remains completely

still. The thinner a wall becomes, the more likely it is to yield to the �uid pressure, i.e. deviate

from the assumption. As thickness increases, the modelled solutions more closely resemble the

shape of hard wall results, but even at 1.2mm the resulting �elds still show some di�erences.

To examine hard wall validity at resonance, the same system is simulated at a resonant fre-

quency estimated in Section 3.4.3 to be 1.24MHz. The resulting force �elds are shown in Fig. 6.4.
While Fig. 6.3 illustrates that the hard wall and full model results do not yield the same

acoustic �elds, Fig. 6.5 illustrates why. The hard wall condition can be rewritten to displacement

form, due to the �uid-solid coupling

n · ∂tus = n · v1 = 0 , (2.16b)

i.e. the �uid is only actuated at the piezo-solid interface when applying the hard wall. In the

full model, however, the entire solid structure moves, meaning the solid-�uid interface moves as

well. The �uid thus experiences conditions far from the approximation of the hard wall. Fig. 6.5

shows the displacement in the z-direction along the top �uid-solid interface divided by the SAW-

displacementu0. Notice, that themaximumdisplacements of the thin glass structure exceeds four

times the displacement along the solid-piezo interface, indicating that the solid-liquid system has

resonant frequencies. This explains quite well, why Fig. 6.3a is so di�erent from Fig. 6.3b, as the

most dominant actuation is actually from the solid structure.
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Table 6.1: Domain dimensions and actuation parameters used in validation tests.

Width Height:

Fluid domain 600 µm 125 µm

Model 1 solid domain 660 µm 185 µm

Model 2 solid domain 1200 µm 725 µm

Model 3 solid domain 2100 µm 1625 µm

Actuation parameters: fSAW = 6.65MHz λSAW =600 µm

Resonant actuation parameters: fSAW = 1.24MHz λSAW =600 µm

Glass mechanical parameters: cL,g = 5591m s−1 cT,g = 3424m s−1

PDMS mechanical parameters: cL,g = 1030m s−1 cT,P = 400m s−1

When actuated at an eigenfrequency of the �uid, the hard wall appears to be a much better

approximation. This makes sense, as the eigenmode pressure distribution is largely independent

of actuation, as discussed in Ref. [20]. As long as the domain is symmetrically actuated at a

resonant frequency, the eigenmode will settle in.
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(a)

(b)

(c)

(d)

Figure 6.3: Hard wall thickness dependence. The hard wall radiation force (a), is compared to

force �elds (b) through (d), of a full model with varying glass thickness wwall; (b) wwall = 60 µm,

(c) wwall = 600 µm, (d) wwall = 1500 µm. All simulations are actuated at 6.65MHz. For small

thicknesses, walls will yield to �uid pressure, making the hard wall boundary condition a poor

approximation. With increasing thickness, the simulations seem to approach the hard wall solu-

tion, to some degree.
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(a)

(b)

(c)

(d)

Figure 6.4: Hard wall thickness dependence at resonance. The comparison made in Fig. 6.3 is

repeated, but actuated at a resonant frequency of an ideal water-�lled rectangle with the dimen-

sions of the �uid domain used in simulations. The resonance in the �uid domain may seem to

make the hard wall a better approximation, as the thin case faintly resembles the hard wall con-

dition, while the other two cases are very similar. However, the values vary greatly between

the hard wall condition and the simulated cases, ranging from 600 pN when using the hard wall

condition to 50 pN to 60 pN. The hard wall approximation is thus only a good approximation

with regards to the geometries of the radiation force �eld, but not the actual values.
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Figure 6.5: Displacement and pressure frequency responses of the solid. The displacements along

the top of the �uid domain divided by the displacement of the applied SSAW, at (a) the actuation

frequency of Ref. [1] and (b) a resonant frequency f1,0. In both cases, the case of thin solid

material has a response above unity, meaning the largest actuation of the system is in fact not

the SSAW. This ampli�cation of the displacement is indicative of a resonant frequency of the

solid-liquid system. (c) shows the pressure pro�le along the horizontal centre-line of the �uid

domain when actuated at 1.24MHz. The immense di�erence in values, show that while the hard

wall condition may approximate the appearance of acoustic �elds well, it does not approximate

the value.
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6.2.2 Lossy Wall condition

The lossy wall condition employed by Ref. [1] is subjected to the same investigation as the hard

wall condition, by comparing its results to those of models including PDMS domains of various

sizes. Regardless of PDMS thickness, the solutions do not seem to converge towards any given

solution, but rather depends highly on material thickness.

As with the hard wall, the simulations are repeated at a resonant frequency of an ideal rect-

angular �uid domain. The lossy wall and PDMS result bear no resemblance to the hard wall

resonant response though, or to each other.

While the large di�erences in force �elds seem unreasonable, the model has been veri�ed to

converge, to satisfy boundary conditions and to yield results similar to those found in the litera-

ture. In order to verify that the results from PDMS simulations are indeed correct, experimental

validation will be necessary.

The lossy wall condition is predicated upon estimating the movement of the solid wall, based

on the pressure within the �uid and the ratio between the acoustic impedances of the �uid and

the solid. As with the hard wall condition, it does not take into account, that the solid may be

moving, due to an exterior actuation. It also fails to take into account, that a pressure acting

normally on a solid will not necessarily only a�ect the solid in the normal direction. If the solid

is compressed in one direction, it will expand in another if it has a non-zero Poisson’s ratio. In

Fig. 6.8 the velocity of the upper �uid-solid interface is plotted along with the velocity imposed

using the lossy wall condition for varying material widths, clearly showing that lossy wall does

not approximate the solid motion along the interface.
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(a)

(b)

(c)

(d)

Figure 6.6: Lossy wall thickness dependence. The lossy wall radiation force magnitude (e), is

compared to the force �elds, of a full model with varying PDMS thickness wwall; (b) wwall =
60 µm, (c) wwall = 180 µm, (d) wwall = 600 µm. The force �elds seem to depend entirely on the

width of the material. Regardless of material thickness, however, a pressure node is present along

the vertical centre-line - a feature also found using the lossy wall condition. Interestingly, the

lossy wall solution somewhat resembles the solution for wwall = 180 µm, but this seems purely

coincidental.



70 CHAPTER 6. RESULTS

(a)

(b)

(c)

(d)

Figure 6.7: Lossy wall thickness dependence at resonance. The comparison made in Fig. 6.6 is

repeated, but actuated at a resonant frequency of an ideal water-�lled rectangle with the di-

mensions of the �uid domain used in simulations. As in Fig. 6.6, the PDMS shows no clear

convergence, and radiation force �elds di�er substantially, even though changes in size are quite

small.
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Figure 6.8: Imposed boundary condition versus actual condition for various PDMS widths. It is

clear that the lossy wall imposes conditions quite di�erent from the ones found when modelling

the surrounding PDMS. No apparent pattern is seen with regards to the velocity as function of

width.
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6.3 Network analysis

The network analysis module programmed in LabVIEW allows users to perform an approximate

network analysis on each IDT substrate made. This is bene�cial to quickly check a chip for

irregularities. While the vector network analysis instrument provides more comprehensible in-

formation of scattering parameters, it is only available on occasions and is rather far from the

testing facilities. Fig. 6.9 shows a comparison between transmittance coe�cients calculated using

the program, to those found using a vector network analyser. While S2,1 is too low at resonance,

and S1,2 is too high o� resonance, the resonant frequencies can still be estimated based on their

course.



  #

      

 

 

 
















































Figure 6.9: Network analysis results on 78MHz-resonance IDT substrate. Scattering parameters obtained using a vector network

analyser are plotted alongside with network analysis results from the LabVIEW program. The LabVIEW program has no functionality

tomeasure re�ection coe�cients, but transmittance coe�cients are largely representative. Themeasurementsmade using the LabVIEW

program should primarily be used to detect irregularities. Data collection courtesy of Ole Andreas Kivik Kavli, NTNU
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Chapter 7

Conclusion and Outlook

7.1 Conclusion

In this thesis, a numeric model has been developed, and introductory steps have been taken into

investigating the validity of the hard wall condition as an approximation of borosilicate glass

and the lossy wall condition as an approximation for Sylgard 184 polydimethylsiloxane. This

has been done partly by examining the acoustic �elds resulting arising from using the boundary

conditions with their counterparts found in simulations where the linear elasticity of solid was

implemented, and partly by comparing the imposed conditions to the actual conditions again

from the full model counterparts. As the numeric model is quite computationally heavy, only

indicative results have been found so far, and further investigation is necessary.

The hard wall was found to be a reasonable approximation to obtain an idea of acoustic

�elds within a �uid bounded by borosilicate glass, if the thickness was 1500 µm or above. The

app earance of acoustic �eld could be well approximated at lower thicknesses when actuated at a

resonant frequency. However, if exact values are needed, the entire system ought to be modelled,

as these depends on system resonance, and the hard wall may over- or underestimate the actual

value. This was supported by the comparison between imposed conditions and actual conditions,

for which resonance of the solid structure comes into play.

The lossy wall condition was deemed to not approximate the motion of PDMS walls in a

microdevice. The resulting acoustic �elds showed large di�erences, and the predicted velocity

of the walls was very di�erent from the one found, when modelling the PDMS. Also, unlike the

borosilicate glass, acoustic �elds within a �uid bounded by PDMS do not seem to converge with

increasing material thickness.

Meanwhile, during a stay at the Norwegian University of Science and Technology (NTNU)

a piece of software was developed to ease experimental work performed at the Micro�uidics

Research Group. The software collects all instrument control in a single screen and automates

experiments and data acquisition and allows remote monitoring of experimental set-ups. A sup-

plemental microdevice quality assurance program was also developed to be used in conjunction

with the automation software.

While microdevice-related technical di�culties have interfered with data acquisition, pre-

venting an experimental validation of the numeric model, the program has been extensively
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used by other members of the micro�uidics group, working on other micro�uidic experiments.

7.2 Outlook

The thesis has a high degree of preparatory work in it, as a PhD fellowship is planned to follow

up on the work done here. Thus, concrete steps are planned to improve on both the numeric

model and the automation program.

Experimental validation

To truly carry on with the numeric model, it is necessary to experimentally verify it, with re-

gards to modelling PDMS, as the results found from simulations seem strange. This can be done

by running stop-�ow experiments using the automation software, and capturing images of the

acoustophoresis. From this, the pressure amplitudes within the chip can be found, as described

in Ref. [23]. Comparison between the pressure �elds found in experiments and numeric model

should hopefully verify the model.

Numeric model

The discontinuities in stress observed in 3.4.1, and slight assymetries observed in Fig. 6.8, must be

dealt with. While they do not seem to in�uence over-all convergence, it is undesirable to include

discontinuities of any form in simulations. In order to better simulate the experiments carried

out at NTNU, implementing seconrd order acoustic �elds and piezoelectricity in the numeric

model is the �rst priority. By including second order acoustic �elds, the numeric model will also

be applicable to smaller particles, while implementing piezoelectricity can give insight into the

degree of displacement decay occurring along the PDMS-piezo interface. Beyond that, it may

be necessary to implement PDMS acoustothermal heating to simulate the dissipation of kinetic

energy to thermal energy.

Automation program

A planned improvement of the automation is a live image analysis. Based on this, it will be

possible to implement a logic in the program, allowing it to regulate the �ow and �eld factors

on its own and measure the corresponding particle puri�cation, if image contrast is su�ciently

high, which is the case for �uorescent particles.

Boundary condition testing

As only a scarce amount of boundary condition results was achieved, a lot more testing is nec-

essary to de�nitely comment on their validity. This mainly requires time and computational

power,
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Appendix A

Manuscript on PDMS hydrophilicity

testing submitted to tips on chips
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