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Abstract

Within the field of microfluidics and lab-on-a-chip systems there is an increasing de-
mand for development of novel on-chip tools for particle handling and fluid control in
the viscosity-dominated microflow regime. One approach exploits ultrasound in the MHz
range, which is equivalent to wavelengths in the mm and sub-mm range well suited for
mm-sized microsystems. Since the governing acoustofluidic equations are nonlinear the
ultrasound gives rise to steady forces on fluids and particles through the two nonlinear
effects known as acoustic streaming and acoustic radiation force, respectively.

In this thesis we treat the theoretical aspects of these two effects by analytical and
numerical methods in order to examine and characterize the acoustofluidic dynamics of
microfluidic systems at resonance. The fundamental approach is based on a perturbation
method to second order.

Three different mechanisms based on viscous damping, boundary layers and trans-
mission losses, respectively, are proposed as sources for the acoustic streaming. The two
first have been treated, and by a thorough investigation of the structure of the governing
equations it is shown that the contributions based on viscous damping can be neglected
in resonance. The boundary layer theory has been shown to give a streaming velocity
amplitude of the correct magnitude, but the analysis indicates that it cannot account for
the spatial appearance of the experimental reference fields [1].

The acoustic radiation force have been determined in an inviscid approximation for
various resonance modes in shallow microfluidic systems by 2d simulations in Comsol
based on first-order acoustic fields. When compared with experimental references [1,2] we
find a satisfactory qualitative correspondence between simulations and measurements for
geometrically well-defined systems, allowing us to use the method as a design tool.
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Resumé

Inden for mikrofluidik og dets anvendelse i lab-on-a-chip-systemer er der et stigende behov
for udviklingen af nye integrerede værktøjer til håndtering og styring af partikler og væsker
i det viskositetsdominerede mikrostrømningsregime. En mulighed er at benytte ultralyd
i MHz-området, hvilket giver anledning til bølgelængder i størrelsesordenen mm til sub-
mm, der er velegnet til brug i mm-skala mikrosystemer. Da de grundlæggende akustofluide
ligninger er ikke-lineære, vil ultralyden give anledning til tidsuafhængige kræfter på fluider
og partikler i form af de to ikke-lineære effekter kendt som henholdsvist akustisk strømning
og akustisk strålingskraft.

I denne afhandling bliver de teoretiske aspekter af disse to effekter behandlet for
at undersøge og karakterisere den akustofluide dynamik af systemer i resonans. Den
grundlæggende fremgangsmåde bygger på en andenordens perturbationsmetode.

Tre forskellige mekanismer baseret på henholdsvist viskos dæmpning, grænselag, samt
transmissionstab bliver foreslået som ophav til den akustiske strømning. De to første
mekanismer bliver gennemgået, og ved en grundig analyse af de grundlæggende ligningers
struktur er det påvist at bidrag hidrørende fra den viskose dæmpning kan negligeres i reso-
nans. Grænselagsteorien viser sig at give korrekte estimater på størrelsen af den akustiske
strømningshastighed, men analysen indikerer, at grænselagsteorien ikke kan redegøre for
det rumlige udseende af det eksperimentelle referencefelt [1].

Den akustiske strålingskraft er blevet bestemt som en ikke-viskos tilnærmelse for
forskellige resonanstilstande i et fladt mikrofluidsystem ved brug af 2d-simuleringer baseret
på førsteordens akustiske felter i Comsol. Sammenligning med eksperimentelle ref-
erencer [1, 2] viser tilfredsstillende kvalitativ overensstemmelse mellem simuleringer og
målinger for geometrisk veldefinerede systemer, hvorfor vi kan benytte fremgangsmåden
som et designværktøj.
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Chapter 1

Introduction

1.1 Background

The field of lab-on-a-chip (LOC) systems is a relatively young research area combining
microelectronics, fluid mechanics, optics, biotechnology and other scientific fields with the
aim of developing small, fully integrated chemical and biochemical analysis systems on a
single microchip. The motivation for development of LOC systems is that such devices have
the potential to be considerably faster and simpler to use than conventional laboratories
thereby eliminating the need for specialized operators as well as the required sample sizes
are greatly reduced. Furthermore, a mass production of single-use chips results in cheap
and reliable systems suitable for operation in the field.

However, the development of LOC systems is not a trivial task. Due to the miniatur-
ization, these systems have a far higher surface to volume ratio than the equipment which
is nowadays used in conventional laboratories leading to significant changes of the system
dynamics. Thus, converting a macroscopic laboratory to a microscopic chip cannot be
done simply by scaling down the system but involves rethinking most of the processes
and tools. Therefore large efforts are being put into the development of a variety of novel
micro components such as on-chip tools for handling of particles and liquids, integrated
readout systems, temperature control and the like. This thesis deals with effects covering
two of these areas, namely tools and methods for manipulation of particles and liquids,
respectively, for which several techniques can be used.

Particle control is a generic term covering processes such as trapping, sorting and trans-
port of particles and can for instance be carried out by magnetophoresis, electrophoresis
or dielectrophoresis depending on the specific system. Although good results have been
obtained using these techniques they generally have some common disadvantages. First of
all they often demand integrated micro structured electrodes or magnetic materials, which
complicates and adds costs to fabrication of the chips. Secondly they require the samples
to have specific electric or magnetic properties and can due to the electromagnetic fields
disrupt the properties of the particles, which is not desirable when one for instance wants
to study kinetics of particles such as cells or other biological material in an unperturbed
fluid environment.

1
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Fluid control covers areas such as pumping, guiding and mixing fluids, which can be
implemented with a variety of passive and active methods ranging from e.g. electroosmotic
pumps [3] over micromechanic actuators [4] to geometrically induced mixing [5].

1.2 Acoustofluidics

In this thesis we will investigate another mechanism, namely acoustofluidics being the field
dealing with acoustics and related fluid dynamic effects. In particular the two nonlinear
effects, acoustic streaming and acoustic radiation force, will be considered.

Streaming is a phenomenon that occurs when sound waves transmitted through a
viscous fluid give rise to a time-independent movement of the bulk fluid with a given
streaming velocity. In LOC systems this can be used for either pumping or mixing fluids.

Acoustic radiation is a time-independent phenomenon arising in a sound field when
particles or other obstacles are present, which thereby get affected by the radiation force. If
the acoustic field is well controlled the radiation force can be used for gentle manipulation
of cells and other particles in microfluidics.

Both acoustic streaming and radiation have as a physical phenomenon been known for
a long time and was described by Faraday [6] followed by theoretical treatment initiated by
Rayleigh [7] and King [8] for streaming and radiation, respectively. From the 1940s to 1960s
the theoretical treatment of acoustic streaming and radiation was developed further and
solved for special cases by amongst others Eckart [9], Markham [10–14], Nyborg [15–18]
and Yosioka and Kawasima [19].

1.3 Experimental motivation

Within the past few years the field of acoustofluidics has gained increasing interest for
applications in microfluidic systems. Examples of applications cover a variety of functions
such as pumps [20], mixers [21–23], heaters [24] and manipulators for particle trapping
[25–27] and sorting [28,29]. However, for these devices the majority of the reported results
are predominantly based on purely experimental work with little emphasis on theory and
modeling.

The systems we are interested in modeling are sketched in Fig. 1.1 and consist of
an acoustically hard material often being silicon and glass [1] in which a microfluidic
system is etched. This can consist of channels [29] or a combination of channels and
resonator chambers [1] commonly filled with water or similar fluids with particles such as
cells suspended herein. An external piezoelectric actuator is used to excite the resonance
modes of the system giving rise to both radiation and streaming.

These type of systems have several advantages. First of all, by exploiting the resonance
mode we are able to build up considerable acoustic amplitudes without requirements for
a specific perfect acoustic coupling between chamber and actuator, which thereby do not
need to be integrated in the system. This reduces the fabrication costs considerably.
Secondly, the acoustic forces have been shown to be gentle towards biological samples and
these systems are thereby suitable as a noninvasive tool for long term handling of cells [30].
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Figure 1.1: Sketch of an acoustic microfluidic resonator system. a) Side view showing a resonance
chamber etched into the chip and bonded by a lid. Chip and lid are acoustically hard, commonly
silicon and glass [1]. An external piezoelectric actuator clamped underneath the chip excites
the resonance modes. b) Top view showing an arbitrarily shaped chamber with inlet and outlet
channels. Fluidic access to channels can be made either through bottom or top of chip. The typical
dimension are measured in millimeters for the lateral plane and hundreds of microns in chamber
depth.

Finally, a resonance mode is typically very well-defined within a given geometry, which
can be exploited when designing to obtain a specific acoustic field pattern.

As reference for the theoretical work we will use the paper by Hagsäter et al. [1], who
have reported on experimental results of streaming and radiation as shown in Fig. 1.2. The
two images a) and c) show both streaming and radiation forces occurring simultaneously
for the same eigenmode, where the radiation force dominates large particles and the viscous
streaming drag is dominating for the small particles as will be shown later. The utilized
system is constructed as sketched in Fig. 1.1 where chambers and channels are etched into
a 49× 15 mm2 silicon chip sealed by a glass lid. The chamber we will use for reference is
a square with side length L = 2 mm etched h = 200 µm into the 500 µm thick silicon and
connected to 400 µm wide channels with a length of 11.84 mm. Under normal operating
conditions the wavelength λ obeys the condition h < λ < L, corresponding to frequencies
of a few MHz.
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Figure 1.2: Experimental results obtained by particle image velocimetry (PIV) of a) acoustic
streaming with 1 µm tracer beads and b) radiation forces on 5 µm beads. The radiation force
pushes the large particles towards pressure nodal lines in a resonance mode at 2.17 MHz whereas
the streaming dominates for small particles dragging these in a 6× 6 vortex pattern. Both effects
occur simultaneously, and a) and b) correspond to the same eigenmode illustrated by the simulation
c) of the acoustic pressure at 2.23 MHz with arbitrary amplitude; red areas correspond to positive
and blue to negative values. Images a) and b) courtesy of Hagsäter et al. [1].
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Another system that will be used for comparison is a microfluidic separation device
developed in the group of Thomas Laurell at Lund University [2, 28, 29, 31]. This will be
described more thoroughly in Chap. 8.

1.4 Goal

The project upon which this thesis is based has been formulated in a very open man-
ner with the objective of identifying and treating relevant theoretical issues related to
acoustofluidics in resonant microfluidic systems rather than developing a specific LOC
system.

Theoretical work has previously been done in this field by former MSc student Thomas
Glasdam Jensen (TGJ) [32] with results applied to the specific microfluidic system shown
in Fig. 1.2. In the thesis at hand, a thorough treatment of the theoretical background
will be presented with the goal of extending the work of TGJ in order to develop general
solution schemes suitable for modeling of arbitrarily shaped microfluidic systems operated
at acoustic resonance. Both analytical analysis as well as methods and mathematical
approaches convenient for implementation with numerical modeling tools will be treated
for the computation of acoustic streaming and radiation forces. With such tools it will be
possible to perform a systematic optimization of acoustically driven LOC systems, thereby
reducing the need for time-consuming experimental trial-and-error development.

1.5 Outline

The work presented in the following is a selection of the work carried out during the
master project and some aspects such as actuation models, energy considerations, various
mathematical derivations and some simulation results have been left out for clarity. Besides
the content of the present thesis the work also has also been presented by the following:
a poster session at the Annual Meeting of the Danish Physical Society in June 2007, a
contributed talk at the 60th Annual Meeting of the Division of Fluid Dynamics of The
American Physical Society in November 2007, a paper submitted to Lab on a Chip in
February 2008 [2] as well as an accepted talk at the ASME Sixth International Conference
on Nanochannels, Microchannels, and Minichannels in June 2008.

In this thesis we begin the by introducing the general theory in Chap. 2 leading from the
basic governing equations to formulations suitable for the treatment of time-independent
acoustofluidic problems based on a second-order perturbation scheme. With the exception
of Sec. 2.4 most of the content of Chap. 2 can be found in various textbooks and papers
and will be well-known to readers familiar with the field of second-order acoustofluidics.

In Chap. 3 a few classic examples and concepts of resonance and transmission with
and without damping will be presented. Despite their simplicity these examples are very
instructive for the understanding of acoustic wave behavior. The chapter is rounded off
with a discussion of actuation models.

Having introduced the basic theoretical foundation we proceed to a treatment of the
acoustic radiation force in Chap. 4. The chapter begins with the derivation of the gen-
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eral radiation force equation and the solution for the force on small particles based on a
condensed compilation of the theory presented in older and recent papers. The results
are subsequently commented from a physical point of view with emphasis on the issues
related to micro systems.

The acoustic streaming is the subject of Chap. 5, where we begin with an analysis based
on the inviscid theory. The main part is dedicated to the development of a decomposition
method to be used in numerical simulations as the mathematical structure of the acoustic
fields do not allow for a direct computation of the streaming based on bulk dynamics. The
chapter is finished with an introduction to the fundamentals of second-order boundary
layer theory.

A part of more technical nature is given in Chap. 6, which, as a small guide, describes
the implementation of physical problems in Comsol MultiphysicsTM and comments on
issues encountered during the implementation of acoustofluidic systems.

In Chap. 7 the theory and numerical methods from previous chapters are combined
for the computation of streaming in resonating microfluidic systems. We will touch upon
three different mechanisms for streaming whereof two are treated and commented more
in-depth.

In order to give a perspective on the possibilities of acoustofluidics we apply some of
the theoretical methods and results to a real device in Chap. 8, whereby we can compare
theory with experiments.

The thesis is rounded off with a conclusion and outlook in Chap. 9.
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Chapter 2

General acoustic theory

In the following the general theoretical foundation for acoustic effects will be given. The
starting point is the basic governing equations from which the relevant acoustic equations
and concepts will be derived based on a perturbation approach.

2.1 Governing equations

For the treatment of fluid dynamic problems a number of governing equations exist. In
the following we will not consider thermal effects and our system can thus be described
from conservation of momentum and mass.

The Navier–Stokes equation for conservation of momentum can be formulated in a
variety of ways, and in this thesis we will use following formulation valid for a Newtonian,
viscous, and compressible fluid [33],

ρ [∂tv + (v ·∇) v] = −∇p+ η∇2v + βη∇ (∇ · v) . (2.1)

In contrast to many classical microfluidic problems in the low Reynolds number regime we
will make use of both the nonlinear terms as well as compressibility, where the nonlinear
terms will be the foundation for the nonlinear effects treated in the following chapters and
the compressibility is a basic necessity for the propagation of sound. The value of the bulk
viscosity βη is not easily determined, but in the following we will use the coefficient value
β = 5/3 in accordance with Stokes viscosity equation as described by Markham et al. [10].
This value is in reasonable agreement with measurements by e.g. Liebermann [34].

For the conservation of mass we employ the continuity equation being as follows for a
compressible medium in a domain without source terms,

∂tρ = −∇ · (ρv). (2.2)

Besides the conservation equations we will for acoustic problems also need a thermody-
namic equation of state expressing pressure as a function of fluid density only [33,35],

p = p(ρ). (2.3)

7
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If we assume the acoustic effects to be only minor variations to a quiescent system, pressure
p, density ρ and particle velocity v can be described by a thermal equilibrium state
{p0, ρ0,v0} perturbed by higher order terms [15,33],

p = p0 + p1 + p2 + . . . (2.4a)
ρ = ρ0 + ρ1 + ρ2 + . . . (2.4b)
v = 0 + v1 + v2 + . . . , (2.4c)

where the last equality have presumed the quiescent zeroth-order state, i.e. v0 ≡ 0. With
this nomenclature we can perform a second-order Taylor expansion of Eq. (2.3) around
p0 = p(ρ0) to get the following equation of state if only terms up to second order are
included

p = p0 + c2aρ1 + c2aρ2 + 1
2

(∂ρc
2)0ρ

2
1, (2.5)

where the quantity ca has been introduced. This, for an inviscid fluid, isentropic derivative,

c2a ≡
(
∂p

∂ρ

)
s

(2.6)

is the speed of sound, which we for now consider a constant to first order.
For a dissipative system it will be shown that perturbation can be performed in two

parameters formally written as

f =
∞∑
m=0

∞∑
n=0
εmγngmn ≡

∞∑
m=0

∞∑
n=0
fmn, (2.7)

where f is any of p, ρ and v and the main perturbation parameter ε and secondary
perturbation parameter γ will be defined in the following. The last equality implies that
from now on the perturbation parameters will not be explicitly stated as is neither done in
Eqs. (2.4). Since ε is the leading parameter, the assignation first-order and second-order
relate only to the order in ε, and often perturbation in γ is not performed in which case
only one index will occur.

With the governing scale for the dynamics of propagation of sound in any medium
being ca, the main perturbation parameter ε must relate the velocity v of the particles to
the governing velocity,

ε ≡ |v|
ca
, (2.8)

where linearization demands ε� 1. The secondary parameter γ, which will be derived in
Sec. 2.3.1, is denoted the viscous damping coefficient as it depends on the viscous effects.
For an inviscid system γ = 0 and inviscid quantities are therefore written as fm0.

The first-order perturbations p1, ρ1, v1 or their inviscid counterparts p10, ρ10, and v10
are the quantities most often encountered in acoustics and give rise to the field of time-
dependent linear acoustics. The terms of second order and higher lead to time-independent



2.1. GOVERNING EQUATIONS 9

effects with the most important being the acoustic radiation force and acoustic streaming,
which will be the main subject of the thesis from Chap. 4 and onwards. Based on the
perturbation ansatz in Eqs. (2.4) we can continue to derive the approximated governing
equations up to second order, being the accuracy necessary and sufficient for treatment of
acoustic streaming and radiation.

2.1.1 Perturbed governing equations

Inserting the series from Eqs. (2.4) into Eqs. (2.1), (2.2) and (2.3) yields the following
when only keeping zeroth order-terms and remembering that v0 = 0,

0 = −∇p0 (2.9)
∂tρ0 = 0 (2.10)
p = p0. (2.11)

It is evident that the only solutions satisfying the governing equations to zeroth order,
Eqs. (2.9), (2.10) and (2.11) are constant zeroth-order terms. As they do not depend on
viscosity, only one index is necessary for zeroth-order terms.

A perturbation and linearization in ε to first order is readily seen to give the following
first-order approximations of Eqs. (2.1), (2.2) and (2.3)

ρ0∂tv1 = −c2a∇ρ1 + η∇2v1 + βη∇(∇ · v1) (2.12)
∂tρ1 = −ρ0∇ · v1 (2.13)
p1 = c2aρ1. (2.14)

It should be noticed that ∇p1 is expressed in terms of ρ1 using Eq. (2.5) and the constant
zeroth-order terms have been pulled outside the differential operators.

Using the same approach the governing equations to second order become

ρ0∂tv2 = −ρ1∂tv1 − ρ0(v1 ·∇)v1 −∇p2 + η∇2v2 + βη∇ (∇ · v2) (2.15)
∂tρ2 = −ρ0∇ · v2 −∇ · (ρ1v1) (2.16)

p2 = c2aρ2 + 1
2

(∂ρc
2)0ρ

2
1. (2.17)

We now observe that both in the Navier–Stokes and the continuity equation, Eqs. (2.15)
and (2.16), terms containing products of first-order quantities appear. For a harmonically
driven system, that is time dependence cosωt or sinωt, this will give rise to second-order
terms with a doubled frequency but more importantly also a time-independent component
as is realized from the following trigonometric identity,

(cosωt)2 = 1
2

cos 2ωt+ 1
2
. (2.18)

Thus, the governing equations indicate how first-order terms may give rise to steady
second-order effects.

Although Eqs. (2.9) to (2.17) constitute the basic set of equations for the field of
acoustofluidics it is profitable to reformulate them, which will be done in the following,
where we begin with linear acoustics for inviscid fluids.
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2.2 Linear acoustics without damping
If viscosity is neglected, the system will in our model be undamped and the first-order
equations are

ρ0∂tv10 = −∇p10 = −c2a∇ρ10 (2.19)
∂tρ10 = −ρ0∇ · v10 (2.20)
p10 = c2aρ10, (2.21)

where the Navier–Stokes equation has reduced to Euler’s equation of motion [36].
We can now derive the linear wave equation for the first-order density by taking the

divergence of Eq. (2.19) and subsequently exploit commutation between temporal and
spatial differential operators,

∂t∇ · (ρ0v10) = −c2a∇ · (∇ρ10), (2.22)

Combining with Eq. (2.13) and utilizing ∇ ·∇ = ∇2 we can now write

∂t(−∂tρ10) = −c2a∇ · (∇ρ10), (2.23)

which is readily reduced to the linear wave equation in density for an inviscid fluid.

∂2
t ρ10 = c2a∇

2ρ10, (2.24)

From Eq. (2.21) it is immediately realized that a corresponding wave equation exists for
p10. Similar manipulations with Eqs. (2.13), (2.14) and (2.19) give rise to a wave equation
for v10 as follows. Taking the gradient of Eq. (2.20) and interchanging temporal and
spatial operators we find

∂t∇ρ10 = −ρ0∇(∇ · v10). (2.25)

Substituting ∇ρ10 from Eq. (2.19) gives

∂t

(
−ρ0
c2a
∂tv10

)
= −ρ0∇(∇ · v10), (2.26)

which can be rewritten by use of the vector identity ∇× (∇× v) =∇(∇ · v)−∇2v,

∂2
t v10 = c2a

[
∇2v10 +∇× (∇× v10)

]
. (2.27)

As v10 is a harmonic term with no time-independent component, v10 is irrotational as can
be seen from Eq. (2.19). Therefore we can write up a vector wave equation for v10,

∂2
t v10 = c2a∇

2v10. (2.28)

The three first-order quantities fulfil the same type of equation and it is therefore obvious
to introduce a general scalar potential from which the pressure, density and velocity can
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be derived. Since v10 is irrotational, it is permissible to express the velocity by a scalar
potential

v10 ≡∇φ10. (2.29)

Inserting this in Euler’s equation of motion Eq. (2.19) can after an integration and minor
algebraic manipulation be shown to give

ρ10 = −ρ0
c2a
∂tφ10. (2.30)

From the equation of state Eq. (2.14) we thus find

p10 = −ρ0∂tφ10. (2.31)

Eqs. (2.29), (2.30) and (2.31) now constitute the connection between all three first-order
quantities and the first-order potential. By trivial algebra it is easy to show that the
potential of course fulfills the wave equation

∂2
t φ10 = c2a∇

2φ10. (2.32)

2.2.1 Plane waves and the Helmholtz equation

One commonly encountered solution to Eq. (2.32) is the harmonic plane wave, which in
complex notation can be expressed as

φ10 = φ10ae
i(k0·r−ωt) + φ10be

i(−k0·r−ωt), (2.33)

where φ10a and φ10b are amplitudes determined by the initial and boundary conditions, ω
is the angular frequency, and k0 is the wave propagation vector. In order for Eq. (2.33)
to be a valid solution, the following dispersion relation must be fulfilled,

ω2 = c2a|k0|
2 (2.34)

ω = cak0. (2.35)

The plane wave can be reformulated to the expression given as

φ10 = φ̃10(r)e−iωt, (2.36)

where we have introduced the notation f1n(r, t) = f̃1n(r)e−iωt, which will be used in the
following. Inserting the solution Eq. (2.36) into Eq. (2.32) we find

∂2
t φ̃10(r)e−iωt = c2a∇

2φ̃10(r)e−iωt. (2.37)

As the time-derivative for harmonic motion in complex notation becomes ∂t → −iω, this
leads to

−ω2φ̃10(r)e−iωt = c2a∇
2φ̃10(r)e−iωt, (2.38)
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which with the use of the dispersion relation, Eq. (2.35), gives the following,

∇2φ̃10(r) = −k2
0φ̃10(r). (2.39)

This equation, which of course also applies to pressure, density, and velocity, is the
Helmholtz equation and constitutes the basis for a classical eigenvalue problem with eigen-
values k2

0. From the dispersion relation Eq. (2.35) the corresponding eigenfrequencies can
be found. The Helmholtz equation will be widely used for determination of eigenmodes,
i.e. resonance states, in a given system as will be shown later.

2.2.2 Energy and intensity

Besides knowledge of the three fields ρ10, p10 and v10 it can also be beneficial to consider
the energy inherent in a given acoustic field, which for instance will be seen in the treatment
of the acoustic radiation force in Chap. 4. The kinetic energy density Ekin is given in terms
of the particle velocity as

Ekin = 1
2
ρ0v

2
10. (2.40)

The potential energy density Epot stems from the energy stored due to compression and
dilatation and can be found from

dEpot = −p10dV

V
. (2.41)

The potential energy density can thus be calculated as

Epot = −
∫ V
V0

p10
V
dV. (2.42)

By exploiting the conservation of mass and the definition of the speed of sound Eq. (2.6)
it can be shown that the first-order potential energy density can be expressed in terms of
the pressure [35],

Epot = 1
2
p210
c2aρ0
. (2.43)

Hereby the total acoustic energy density E = Ekin + Epot can now be written as

E = 1
2
ρ0

[
v210 + p

2
10
c2aρ

2
0

]
. (2.44)

Thus, kinetic energy has maximum at velocity maxima and potential energy at pressure
maxima. In an un-attenuated standing wave, pressure and velocity are phase shifted by
π/2 as will be shown in Chap. 3 and we thereby have maxima of kinetic and potential
energy density at pressure nodes and antinodes, respectively.
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As dissipation is not present in inviscid fluids, we can express conservation of energy
through the energy density flux commonly encountered as the acoustic intensity Ia [36],

∂tE = −∇ · Ia. (2.45)

Using the wave equation it is easy to show that the intensity can be expressed by the
following pressure and velocity relation,

Ia = p10v10. (2.46)

This quantity can be used in characterization of transmission phenomena as will be shown
in Chap. 3.

2.3 Linear acoustics with damping

In the previous section we have neglected any damping to find the linearized wave and
Helmholtz equations. This lossless assumption is applicable for wide range of acoustic
applications, but in reality there will always be absorption due to e.g. viscosity, heat
conduction and interactions with other domains [35] in a given system. In our model we
will focus on dissipation caused by viscous effects.

The starting point for analyzing the impact of viscosity is the first-order Navier–Stokes
equation given in Eq. (2.12). As in Sec. 2.2 we take the divergence of the momentum
equation, now with inclusion of the viscous terms,

ρ0∂t∇ · v1 = −c2a∇
2ρ1 +∇ ·

[
η∇2v1 + βη∇(∇ · v1)

]
. (2.47)

From the identity ∇ ·∇(∇ · v) = ∇2(∇ · v) =∇ · (∇2v) we obtain

ρ0∂t∇ · v1 = −c2a∇
2ρ1 + [1 + β] η∇2(∇ · v1). (2.48)

Exploiting the continuity equation Eq. (2.13) to replace ∇ · v1, we obtain a partial differ-
ential equation (PDE) in ρ1,

∂2
t ρ1 = c2a∇

2ρ1 + 1
ρ0

[1 + β]η∇2(∂tρ1). (2.49)

This is the modified wave equation for ρ1 with viscosity taken into account. Combining
the equation of state Eq. (2.14) with Eq. (2.49) we get the similar wave equation for the
pressure p1,

∂2
t p1 = c2a∇

2p1 + 1
ρ0

[1 + β]η∇2(∂tp1), (2.50)

whereas we in the general case cannot construct a modified wave equation for v1. This is
only possible for the special case of irrotational velocity fields.
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2.3.1 The lossy Helmholtz equation

If we in analogy with the inviscid case assume a harmonic solution of the form

p1 = p̃1(r)e−iωt, (2.51)

and insert this into the viscous wave equation Eq. (2.50) we readily find

∇2p1 = −ω
2

c2a

[
1− i(1 + β)ηω

ρ0c
2
a

]−1
p1. (2.52)

This equation, which also holds for p̃1, ρ1, and ρ̃1, is known as the lossy Helmholtz equation
[35] and introduces the very important viscous damping coefficient γ,

γ ≡ (1 + β)ηω
ρ0c

2
a

. (2.53)

Considering the medium to be water under influence of ultrasonics in the low MHz range,
we find from a quick order of magnitude estimation γ to be on the order of

γ ≈ 10−3 Pa s× 2π × 106 s−1

103 kg m−3 × 152 × 104 m2 s−2 ≈ 10−5. (2.54)

A series expansion of Eq. (2.52) is therefore applicable. To first order the Taylor expansion
of (1− x)−1 is (1 + x) and thereby we find

∇2p1 ≈ −p1
ω2

c2a
[1 + iγ] . (2.55)

By a second expansion we can make the following approximation leading to the modified
Helmholtz equation,

∇2p1 ≈ −k
2
0

[
1 + iγ

2

]2
p1, (2.56)

where k0 is the wave number known from the undamped Helmholtz equation, Eq. (2.39).
One solution to the modified Helmholtz equation is the damped plane traveling wave found
directly from the corresponding inviscid solution by replacing k0 with k0

(
1 + iγ2

)
,

p1 = aei(k0x−ωt)e−
1
2k0γx, (2.57)

where a is a real pressure amplitude and we identify the exponential decay due to the
damping term 1

2k0γ. Since the system is now dissipative it cannot be sustained without
energy supply and is thus not suitable for eigenvalue determination without a driving
force.
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2.4 First-order analysis by double perturbation

From Eq. (2.29) we know that v10 can be expressed as a gradient. However, when including
viscosity we cannot be sure that v1 is irrotational, and in that case we can instead choose
to decompose v1 after a gradient and some remaining unknown velocity v1r. By algebraic
manipulation we can show that in the general case v1 can be expressed by

v1 =∇φ1 +∇×A1, (2.58)

where A1 is a vector potential and φ1 is given by

φ1 = − ic2a(1− iγ)
ωρ0

ρ1. (2.59)

That is, v1 can be decomposed after a scalar and vector potential as described by the
fundamental theorem of vector calculus but without the demand for a decaying vector
field or a restriction to a Lipschitz domain. The full derivation can be found in App. A.

Although decomposition can often be of help in mathematical analysis we can employ
an even more powerful method for systems with low viscous damping. As Eq. (2.54)
showed that γ is very low for the systems of interest and non-existing for inviscid systems
it is a natural choice to use it as the perturbation parameter presented in Eq. (2.7). Due to
the magnitude of γ we can safely discard terms of second order and higher in γ, whereby
a double perturbation analogy to the series in Eqs. (2.4) can be obtained to first order in
both ε and γ,

p = p0 + p10 + p11 +O(εγ2) +O(ε2) (2.60a)
ρ = ρ0 + ρ10 + ρ11 +O(εγ2) +O(ε2) (2.60b)
v = 0 + v10 + v11 +O(εγ2) +O(ε2). (2.60c)

2.4.1 Governing equations

From Sec. 2.2 we already know the governing equations to zeroth order in γ whereby we
can deduce the following relation between velocity and density for harmonic fields

v10 = − ic2a
ωρ0
∇ρ10. (2.61)

We now have to set up equations for determination of ρ11 and v11. The continuity equation
to first order in ε is

∂tρ10 + ∂tρ11 = −ρ0∇ · v10 − ρ0∇ · v11. (2.62)

The Navier–Stokes equation becomes

ρ0∂t(v10 + v11) = −c2a∇(ρ10 + ρ11) + η∇2(v10 + v11) + βη∇(∇ · (v10 + v11)). (2.63)
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As the terms η∇2v11 + βη∇(∇ · v11) are of the order O(εγ2), we can discard these and
thus the Navier–Stokes equation reduces to

ρ0∂t(v10 + v11) = −c2a∇(ρ10 + ρ11) + η∇2v10 + βη∇(∇ · v10). (2.64)

Subtract the viscous and inviscid equations to get a pair of equations for v11 and ρ11

∂tρ11 = −ρ0∇ · v11, (2.65)

for continuity and similarly for the Navier–Stokes equation

ρ0∂tv11 = −c2a∇ρ11 + η∇2v10 + βη∇(∇ · v10). (2.66)

Now, all terms are of the order εγ and the force density F11 containing inviscid terms to
be found from the inviscid Helmholtz equation is

F11 ≡ η∇
2v10 + βη∇(∇ · v10). (2.67)

Hereby Eq. (2.66) reduces to the following linear PDE with a known body force density,

ρ0∂tv11 = −c2a∇ρ11 + F11. (2.68)

2.4.2 Structure of viscous parts

We know from Eq. (2.61) that v10 can be expressed by a gradient field. Inserting this into
Eq. (2.67) we find after a minor algebraic work

F11 = −γρ0c
2
a

ω
∇
[
∇2
(

ic2a
ωρ0
ρ10

)]
, (2.69)

where we have used the expression for γ given in Eq. (2.53). Combining this with Eq. (2.68)
and employing the harmonic time-operator ∂t → −iω in conjunction with the Helmholtz
equation, Eq. (2.39), for ρ10 can be shown to give

v11 = − c
2
a

ρ0ω
∇ (iρ11 + γρ10) (2.70)

and it is thus clear that with the secondary perturbation we have limited the first-order
velocity to contain only gradient terms. Hereby v1 can be shown to fulfill a Helmholtz
equation.

Alternatively we can isolate ρ11 by substituting the new expression for v11 into the
continuity equation, Eq. (2.65) and using ∂t → −iω for harmonic fields,

ρ11 = − iρ0
ω
∇ ·

(
− c

2
a

ρ0ω
∇ (iρ11 + γρ10)

)
. (2.71)

Using the Helmholtz equation for ρ10 together with the definition of the wave number
Eq. (2.35) we find

∇2ρ11 = −k2
0ρ11 − iγk2

0ρ10, (2.72)
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which can be recognized as an inhomogeneous variant of the Helmholtz equation, where
the eigenvalue problem has been transformed into an ordinary linear inhomogeneous dif-
ferential equation.

A similar equation can be derived for v11, if we exploit ∇ × v11 = 0 to rewrite the
harmonic equivalent of Eq. (2.65),

∇2v11 = iω
ρ0
∇ρ11 (2.73)

Inserting this into the Navier–Stokes equation Eq. (2.66) and using that v10 is irrotational
it is a trivial task to derive the following,

∇2v11 = −k2
0v11 − iγk2

0v10. (2.74)

The equations presented in this section can in certain cases be used to determine the
viscous solution to a corresponding inviscid field as will be demonstrated later.

2.4.3 First-order velocity in terms of density

By Eqs. (2.61) and (2.70) we have now shown that the entire first-order velocity v1 for
low damping can be found from a scalar potential. Substituting v1 = ∇φ1 into the
Navier–Stokes and continuity equation and combining these gives us for harmonic fields

−iωρ0∇φ1 = −c2a∇ρ1 + iωη(1 + β)
ρ0

∇ρ1. (2.75)

By using the expression for γ defined in Eq. (2.53) and writing ∇φ1 = v1 we can hereby
show that v1 ∝∇ρ1 to first order in ε and γ,

v1 = − ic2a(1− iγ)
ρ0ω

∇ρ1. (2.76)

This relation can be used in Chap. 5 for decomposition of the second-order equations.

2.5 Second-order acoustics without viscosity
With the Helmholtz equations derived in the previous sections we can, with suitable
boundary conditions, determine the acoustic resonances in which our systems are to be
driven. However, as we are interested in the time-independent acoustofluidic effects we
must perturb to at least second order in ε. From Sec. 2.1 we know the governing equations
to second order given by Eqs. (2.15), (2.16) and (2.17).

2.5.1 Second-order pressure

Neglecting viscosity gives us the following Navier–Stokes equation to second order,

ρ0∂tv20 + ρ10∂tv10 + ρ0 (v10 ·∇) v10 = −∇p20. (2.77)
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In the inviscid case we are allowed to use the scalar potential φ10 introduced in Eq. (2.29).
Expressing v10 and ρ10 in terms of φ10 we find

ρ10∂tv10 = −ρ0
c2a
∂tφ10∂t(∇φ10). (2.78)

As ∇(∂tφ10∂tφ10) = 2∂tφ10∇(∂tφ10) = 2∂tφ10∂t(∇φ10) we can rewrite Eq. (2.78) to

ρ10∂tv10 = − ρ0
2c2a
∇ (∂tφ10)2 . (2.79)

Similarly we have, as v10 is irrotational, that

ρ0(v10 ·∇)v10 = 1
2
ρ0∇ |∇φ10|

2 . (2.80)

Following Yosioka and Kawasima [19] v20 is irrotational in the inviscid case and can thus
be expressed by a scalar potential φ20. Hereby we can express ∇p20 exclusively by scalar
potentials by combining Eqs. (2.77), (2.79) and (2.80)

∇p20 = −ρ0∂t∇φ20 −
1
2
ρ0∇ |∇φ10|

2 + 1
2
ρ0
c2a
∇(∂tφ10)2. (2.81)

If we combine Euler’s equation, Eq. (2.19), with Eq. (2.81) the first and second-order
pressure gradients can now be expressed as

∇p10 +∇p20 = −ρ0 (∂t∇φ10 + ∂t∇φ20)− 1
2
ρ0∇ |∇φ10|

2 + 1
2
ρ0
c2a
∇(∂tφ10)2. (2.82)

As any deviation from the steady state is caused by the acoustic field, we can immediately
remove the gradients to get the deviation δp ≡ p10 + p20 from the static pressure p0

δp = −ρ0(∂tφ10 + ∂tφ20)− 1
2
ρ0 |∇φ10|

2 + 1
2
ρ0
c2a

(∂tφ10)2. (2.83)

This result will be the foundation for calculation of the acoustic radiation force in Chap. 4.
We observe how the energy plays a role in the radiation force since the last two terms
represent the difference of potential and kinetic energy densities.

2.5.2 Time-averaging

It is clear that we now have products of first-order terms in the expression for δp, which
therefore contains time independent components as shown in Eq. (2.18) for a harmonically
driven system. As we in general are only interested in the time-averaged second-order
quantities it is a natural choice to time-average the governing equations, which will be
used extensively in the coming sections. For harmonic first-order fields the time-average,
which we denote with the notation 〈·〉, is easily computed by [33],

〈f1g1〉 = 1
2

Re
{
f̃1g̃
∗
1

}
, (2.84)
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where f1 and g1 are any of the first-order fields with or without secondary perturbation
in γ and the asterisk indicates complex conjugation.

Hereby the two first terms will vanish in the steady state system described by Eq. (2.83)
when time-averaged and we can express the time-averaged second-order pressure as

〈p20〉 = −
〈1

2
ρ0 |∇φ10|

2
〉

+
〈1

2
ρ0
c2a

(∂tφ10)2
〉
, (2.85)

Eq. (2.85) shows us that in the inviscid case 〈p20〉 can be determined directly from the
first-order fields without the need for solving a second-order equation.

2.5.3 Streaming velocity and boundary conditions

When we refer to the term streaming velocity, the quantity in question is the time-averaged
second-order velocity. Thus, we can restrict ourselves to treat the time-averaged governing
equations. For a harmonically driven system in steady state any time-derivatives will van-
ish when time-averaged. Thus, in the inviscid case we deduce from Eqs. (2.16) and (2.77)
the governing equations to be

∇ · 〈v20〉 = − 1
ρ0
∇ · 〈ρ10v10〉 (2.86)

〈ρ10∂tv10〉+ 〈ρ0 (v10 ·∇) v10〉 = −〈∇p20〉 . (2.87)

Here we should notice two aspects; first of all we only need two governing equations in
the time-averaged formulation since the second-order density does not figure in any of
Eqs. (2.86) and (2.87). This simplifies matters as we now do not need to concern the
unknown derivatives in Eq. (2.17). Secondly we find that 〈v20〉 does not figure in the
Navier–Stokes equation and thus no direct coupling between 〈p20〉 and 〈v20〉 exists in the
inviscid case, which is not surprising as the second-order velocity can be ascribed to the
momentum transfer due to viscous stress and attenuation.

Having in mind that we consider compressible media the velocity is not well-defined
but should be based on the momentum being a more fundamental quantity [33]. Thus,
our boundary conditions should also be applied to the momentum, which we can express
through the mass flux density

J ≡ ρv. (2.88)

The time-averaged mass flux density to second order is given by

〈J20〉 ≡ ρ0 〈v20〉+ 〈ρ10v10〉 , (2.89)

and we now recognize the continuity equation, Eq. (2.86), in terms of the mass flux density
as

∇ · 〈J20〉 = 0. (2.90)

Analogous expressions to Eqs. (2.89) and (2.90) of course also holds for viscous fields.
Using this convention we shall in Sec. 5.1 see that from the continuity equation we can
actually get a streaming velocity even in the inviscid case as was also pointed out by
Markham [11].
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2.6 Second-order acoustics with viscosity
In order to couple the time-averaged Navier–Stokes and continuity equations we must
include the effects of viscosity. The time-averaged Navier–Stokes and continuity equations
are from Eqs. (2.15) and (2.16) found to be

ρ0∇ · 〈v2〉 = −∇ · 〈ρ1v1〉 (2.91)
∇ 〈p2〉 = −〈ρ1∂tv1〉 − ρ0 〈(v1 ·∇)v1〉+ η∇

2 〈v2〉+ βη 〈∇ (∇ · v2)〉 (2.92)

If we consider the two first terms on the right hand side of Eq. (2.92), these are known
from the first-order solution and can thereby be considered a body force density driving
the second-order system. To ease notation we therefore introduce the body force density
F. With common differentiation rules it is easily shown that

ρ1∂tv1 = ∂t(ρ1v1)− v1∂tρ1. (2.93)

Using the first-order continuity equation Eq. (2.13) we thereby find

ρ1∂tv1 = ∂t(ρ1v1) + ρ0v1(∇ · v1), (2.94)

which is readily reduced to the following by time-averaging

〈ρ1∂tv1〉 = ρ0 〈v1(∇ · v1)〉 . (2.95)

Hereby we can introduce the time-averaged body force density 〈F〉 expressed in terms of
the first-order velocity v1

〈F〉 ≡ ρ0 〈v1(∇ · v1)〉+ ρ0 〈(v1 ·∇)v1〉 . (2.96)

This can be inserted in Eq. (2.92), which now obviously appears as a linear partial differ-
ential equation with a known body force,

∇ 〈p2〉 = −〈F〉+ η∇2 〈v2〉+ βη 〈∇ (∇ · v2)〉 . (2.97)

With the derivations made in the previous sections we now have the basic compilation
of equations necessary for treating acoustic streaming and radiation in both viscous and in-
viscid cases. Before proceeding with more elaborate analysis of the second-order equations
we shall now consider some examples of solutions to the basic first-order equations.



Chapter 3

First-order theory: Resonance and
actuation

In the following the concepts of resonance and transmission will be introduced and demon-
strated through simple instructive examples. These serve for an understanding of the gen-
eral wave behavior in damped and undamped systems and can set a basis for development
of more extensive actuator models.

3.1 Resonances in single-domain systems

3.1.1 Double actuation of inviscid 1D system

Let us consider how to model a microfluidic system excited by a piezoelectric actuator. If
we as a first simple example consider a one-dimensional system, we could imagine that the
actuator would give rise to a harmonic movement of the walls enclosing the fluidic domain
in analogy to the approach in [33]. In Fig. 3.1 such a system is conceptually sketched,
where the walls are assumed to move back and forth with opposite phase. By letting
the maximum displacement of the walls be ξmax = ` we can for a harmonic actuation in
complex notation choose that ξ = ±i`e−iωt at x = ±L, respectively. Thus, the velocity of

-L Lx
-

−i`e
−iωt

i`e
−iωt

-�-�

Figure 3.1: 1D system actuated by two actuators in anti phase with displacement ξ = ±i`e−iωt

at x = ±L, respectively. Figure adapted from [33].
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the walls is easily found by differentiation in t to be

vwall = ±ω`e−iωt, x ∈ ∂Ω. (3.1)

As plane waves are generated by each wall the general solution to the inviscid wave equation
in the domain can be formulated as a superposition of two plane waves propagating in
opposite directions,

v10 = aei(k0x−ωt) + bei(−k0x−ωt), x ∈ Ω (3.2)

where k0 is the wave number given by Eq. (2.35), a and b unknown amplitudes, and v10
is a function of x and t only. If we assume total reflection at the walls, the two unknown
coefficients can be determined from the boundary conditions stating continuity of the mass
flux density at the walls. To first order this is equivalent to continuity in the velocity, and
from Eqs. (3.1) and (3.2) we find the boundary conditions

−ω` = ae−ik0L + beik0L (3.3a)
ω` = aeik0L + be−ik0L. (3.3b)

These symmetric conditions are easily solved for a and b to give

a = −b = − iω`
2 sin k0L

, (3.4)

and thereby we find the solution to be a standing wave expressed by

v10 = ω` sin k0x
sin k0L

e−iωt (3.5)

From Eq. (2.29) we can express the velocity potential φ1 of Eq. (3.5) as

φ10 = −ω`
k0

cos k0x
sin k0L

e−iωt (3.6)

and the pressure is readily found from Eq. (2.31)

p10 = −iρ0c
2
ak0`

cos k0x
sin k0L

e−iωt (3.7)

By examination of Eqs. (3.5) and (3.7) it is observed that a resonance occurs for

k0L = mπ, m ∈ N, (3.8)

where we in this undamped system have diverging pressure and velocity. This hints that
if a microfluidic system is constructed in such a way that a resonant state can be created,
wave patterns of significant magnitude can be established without strict demands for a
well coupled actuator.
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a)

0

p10

v10

-L Lx
-

b)

0
v10

p10

-L Lx
-

Figure 3.2: The doubly actuated system close to resonance at two different times in arbitrary
units. Pressure is shown as a dashed line and velocity as a solid line.

Taking the real parts of Eqs. (3.5) and (3.7) to get the real physical velocity and
pressure, we find

Re {v10} = `ω sin(k0x)
sin k0L

cos(ωt) (3.9a)

Re {p10} = −ρ0c
2
ak0`

cos(k0x)
sin(k0L)

sin(ωt), (3.9b)

which for a frequency close to resonance can give the situation plotted in Fig. 3.2. As
expected from basic acoustic theory [36] we find a 1

2π phase shift between pressure and
velocity in both space and time resulting in zero time-averaged energy flux as deduced from
Eqs. (2.46) and (2.84). Furthermore it is observed that close to resonance the velocity can
be approximated by a standing wave with nodes at the ends similarly as is also the case
for a closed resonator pipe.

3.1.2 Eigenmodes in non-actuated systems

Although resonance frequencies occur in the previous example we notice that the frequency
can be chosen arbitrarily. If the walls on the other hand are either infinitely acoustically
hard corresponding to zero velocity or infinitely soft corresponding to zero pressure we get
the classic examples of a closed or open resonator.

Due to the homogeneous Dirichlet or Neumann conditions it is easy to show that waves
in such a resonator has no defined amplitude but restrictions on the frequencies, which
become quantized into a discrete eigenfrequency spectrum. This is the condition we will
exploit from Chap. 6 and onwards for determination of eigenmodes fulfilling the Helmholtz
equation Eq. (2.39). For now we will not solve for any eigenmodes but only notice that the
eigenfrequencies can be estimated from the geometry, since the wavelengths in resonance
approximately are fractions of the domain dimensions. Letting these be L0, H0 and W0,
the dispersion relation Eq. (2.35) can be exploited to make the estimate for resonance
angular frequencies

ω2 = c2a

[(2lπ
L0

)2
+
(2mπ
H0

)2
+
(2nπ
W0

)2
]
, (l,m, n) ∈ N. (3.10)
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Despite its simplicity this expression will in Chap. 8 be shown to be valuable for describing
and analyzing the dynamics of a specific microfluidic device.

3.1.3 Actuation of viscous system

In a real microfluidic system the primary medium of concern is water and we do therefore
have viscous damping in contrast to the example treated in Sec. 3.1.1. If we consider
the same system with two actuators we can choose either to repeat the analysis using
the governing viscous equations or we can exploit the similarity of the inviscid and lossy
Helmholtz equations given by Eqs. (2.39) and (2.52).

We will apply the latter approach and define the viscous wavenumber k as

k ≡ ω

ca
√

1− iγ
, (3.11)

whereby we can rewrite the lossy Helmholtz equation given by Eq. (2.52) to

∇2p1 = −k2p1. (3.12)

Since this is structurally equivalent to the inviscid Helmholtz equation and we have justified
∇×v1 = 0 in Eq. (2.76) for γ � 1 we can simply compute the viscous analogy to Eqs. (3.5)
and (3.7) by replacing k0 with k,

v1 = ω` sin kx
sin kL

e−iωt (3.13a)

p1 = −iρ0c
2
ak`

cos kx
sin kL

e−iωt, (3.13b)

and it is seen that the solution still complies with the boundary condition Eq. (3.1). Due
to the small magnitude of γ it is from Eq. (3.11) evident that the shift in resonance
frequency caused by viscosity is inconsiderable and can with a good approximation be
neglected. Hereby we maintain the resonance condition from Eq. (3.8) to a high accuracy,
but with k being complex we can also deduce that the fields will not diverge at resonance
as the sine term in the denominator is non-zero under these conditions.

For an easier perception of the structure of the viscous solution it is advantageous
to turn to the series expanded Helmholtz equation in Eq. (2.56) from where we find
k2 ≈ k2

0
[
1 + iγ2

]2. Inserting this in Eqs. (3.13) and expanding numerator and denominator
to first order in γ gives us the approximation

v1(x, t) ≈ ω`
sin k0x+ i1

2γk0x cos k0x
sin k0L+ i1

2γk0L cos k0L
e−iωt (3.14a)

p1(x, t) ≈ −iρ0c
2
ak0`

cos k0x− i1
2γk0x sin k0x

sin k0L+ i1
2γk0L cos k0L

e−iωt. (3.14b)
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Substituting the resonance wave number Eq. (3.8) for k0 we can thereby determine the
expected viscous fields at the desired operating condition

v1 ≈ ω`(−1)m
[
− 2i
γmπ

sin
(
mπ

L
x

)
+ x
L

cos
(
mπ

L
x

)]
e−iωt (3.15)

p1 ≈ −iρ0c
2
a

mπ

L
`(−1)m

[ 2i
γmπ

cos
(
mπ

L
x

)
+ x
L

sin
(
mπ

L
x

)]
e−iωt, (3.16)

where we have exploited sinmπ = 0 and cosmπ = (−1)m. It is now clear that a high but
bounded amplitude on the order of

|v1| ∼
∣∣∣∣ω`γ

∣∣∣∣ , (3.17)

is present at resonance as well as the 1
2π phase shift between pressure and velocity has

been perturbed. Since the sine term dominates the velocity the major part of the this is
equivalent to a standing wave at static walls and the moving wall boundary condition is
fulfilled by the small phase shifted component.

Assuming the walls to be piezoelectric actuators the Ferroperm Pz27 types used by
Hagsäter et al. [1] can be shown to have a typical unloaded displacement amplitude [37]
of ` ∼ 10−9 m. A quick order of magnitude estimate for the maximum velocity at a
typical frequency in the low MHz range gives the following when using the value of γ from
Eq. (2.54)

|v1| ≈
2π × 106 s−1 × 10−9 m

10−5 ≈ 6× 102 m s−1. (3.18)

Similarly the maximum resonance pressure can be estimated to be

|p1| ≈
103 kg m−3 152 × 102 m2 s−2 10−9 m

10−3 m× 10−5 ≈ 2× 108 Pa. (3.19)

It first sight these amplitudes seem very large, and for comparison Nyborg [15] states
reasonable first-order velocities to be on the order of 10−4ca in general, which is also in
agreement with microfluidic experiments by Spengler et al. [38]. Thus, this naive boundary
model exceeds the realistic acoustic amplitude with more than three orders of magnitude.
Although taking viscous damping into account eliminates the divergence, the excessive
first-order fields calls for the development of a better actuation model. Perspectives on
this will be given in Sec. 3.3.

3.1.4 An example of an irrotational 2D solution

For acoustic modeling of microfluidic systems we must extend the theory to at least two
dimensions. Using the square chamber in Fig. 1.2 as a basis we can approximate this with
a simple 2× 2 mm2 square with hard walls at (x, y) = (±L,±L). We will now determine
if a physically prudent analytical irrotational velocity field can be found.

Strictly speaking the boundary conditions should for a viscous system be no-slip in v1
at all domain boundaries. But for an oscillating system the extent of a first-order boundary
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a) b) c)
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Figure 3.3: Surface plots of the dominating terms of the analytical first-order fields given by
Eqs. (3.23a), (3.23b) and (3.24) at t = 0. a) shows v1x, b) v1x, and c) p1 for an amplitude ratio
of r = 3 and modenumber m = 3 corresponding to f = 2.2 MHz for a water filled chamber
with L = 10−3. The absolute amplitude is arbitrarily chosen, but their relative scaling follows
Eqs. (3.23a), (3.23b) and (3.24). Red areas are local maxima and blue are minima.

layer is limited since the direction of the flow changes within each cycle. The thickness
of the boundary layer can be given in terms of the momentum diffusion length δν and
is governed by the kinematic viscosity ν. In an oscillating flow the first-order boundary
layer, which can be built up within half a cycle can thereby be estimated from [39],

δν =
√

2ν
ω
. (3.20)

For frequencies in the low MHz range the momentum diffusion length of water will be

δν ∼ 10−6 m, (3.21)

which is an insignificant correction to the overall first-order field. Hereby we can for the
treatment of first-order bulk dynamics in a mm-sized chamber apply a less restrictive
slip condition and determine the x- and y-velocities v1x and v1y solely from boundary
conditions normal to their propagation direction.

In Jensen [32] the following simple set of boundary conditions are proposed to deter-
mine an analytical solution approximating the eigenmode shown in Fig. 1.2 c), which we
will replicate,

v1x(L) = ω`e−iωt v1x(−L) = −ω`e−iωt (3.22a)
v1y(L) = rω`e−iωt v1y(−L) = −rω`e−iωt, (3.22b)

where ` is the wall displacement and r an arbitrary real amplitude factor. Since v1x and
v1y can be solved independently of each other in this simple case, we can use the solution
Eq. (3.13a) from the one-dimensional analysis directly and find for the velocity

v1x = ω` sin kx
sin kL

e−iωt (3.23a)

v1y = rω` sin ky
sin kL

e−iωt. (3.23b)
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The pressure field can be deduced from Eq. (3.12) in combination with Eqs. (3.23) and is
easily found to be

p1 = −iρ0c
2
ak`

1
sin kL

(cos kx+ r cos ky) e−iωt. (3.24)

If, as in Jensen [32], the amplitude factor is chosen to r = 3 the dominating standing
wave terms can be plotted as shown in Fig. 3.3, and we see a satisfactory correspondence
between the simulation in Fig. 1.2 and the analytical solution. This solution will serve as
our analytical reference mode in the coming chapters.

3.2 Wave propagation in multiple domains

A microfluidic device is of course not simply a chamber surrounded by infinitely hard
boundaries but consists of a variety of materials through which sound waves can be trans-
mitted. In the following will be given a few examples of the conditions and methods used
to treat the more extended models. For simplicity viscous damping is neglected but the
examples can be generalized with inclusion of damping mechanisms.

3.2.1 Impedance

For an easier treatment of transmission problems it can be an advantage to introduce
impedance analysis. In general impedance is a measure of how a system responds to
a given load and is used in several areas such as electronics, mechanics and acoustics.
In acoustics, the basic definition of acoustic impedance Za is the ratio of complex sound
pressure p10 to the surface integral over a surface S of the normal component of the particle
velocity [36] and is an important measure used in transmission calculations,

Za ≡
p10∫

S v10 · ndS
. (3.25)

This impedance is often used for analyzing the behavior of acoustic components such as
wave guides, ducts and resonators [35].

Similarly we have the specific acoustic impedance zs, which is not a function of the
geometry of a given system but only the medium and wave type. This impedance is given
by

zs ≡
p10
v10
. (3.26)

If the wave is not depending on the coordinates over which the surface integral in Eq. (3.25)
is evaluated, corresponding to e.g. plane or standing waves in a tube, we see that
Eqs. (3.25) and (3.26) are related by

zs = ZaS. (3.27)
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For a plane wave we can easily find zs, where we for simplicity consider a wave traveling
in the positive x-direction, v10 ∝ eik0xe−iωt. Combined with the continuity equation,
Eq. (2.13), we find

−iρ0ωv10 = −ik0p10. (3.28)

Using the definition of specific impedance Eq. (3.26) we now get the important result

zs,plane = ρ0ca ≡ zc (3.29)

This is a characteristic quantity of a given medium, which has been named the charac-
teristic impedance, [35, 36] and will in the following be shown useful for description of
transmission phenomena for plane waves, where transmission and reflection depend on
the matching of characteristic impedances.

Other impedances such as radiation impedance [35] can also be encountered, but are
left out as they are not of particular interest for this area of acoustics.

3.2.2 Traveling waves in two domains

A first step to develop more realistic acoustic models is to analyze how waves travel
through several domains. The most classical example found in acoustics textbooks [35]
is the situation outlined in Fig. 3.4, where two domains, A and B, have different speed
of sound cA, cB and zeroth-order density ρ0A, ρ0B and thus different conditions for wave
propagation.

ρ0A cA ρ0B cB

A B

0 x
- -

+∞

�
−∞

Figure 3.4: Two domains with different physical parameters affecting a wave traveling from domain
A to B.

Letting a plane traveling wave propagate from A to B, it is evident that if domain B
is not infinitely acoustically hard, a part of the incoming wave will be transmitted into
B whereas the rest will be reflected. Assuming both domains to be infinitely long, we
can now deduce that for normal incidence the wave in domain A can be described by a
linear combination of left and right going plane waves, whereas only right going waves are
present in domain B. In terms of a normalized velocity potential we can thus state

φ10A(x, t) = ei(k0Ax−ωt) + aei(−k0Ax−ωt) (3.30a)
φ10B(x, t) = bei(k0Bx−ωt), (3.30b)
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where the two unknown coefficients a and b are to be determined from the boundary
conditions.

Considering the two domains to be fluids we must to first order require continuity in
the normal velocity in order for the fluids to stay in contact at all times and secondly
continuity in pressure as to avoid a net force on the interface. From Eqs. (2.29) and (2.31)
we know the relation between potential, pressure and velocity, so the boundary conditions
can readily be written as,

∂xφ10A(0, t) = ∂xφ10B(0, t) (3.31)
ρ0A∂tφ10A(0, t) = ρ0B∂tφ10B(0, t). (3.32)

Inserting the general wave functions from Eqs. (3.30) we find that continuity in velocity
and pressure gives rise to the following amplitude relations

1− a = k0B
k0A
b (3.33)

1 + a = ρ0B
ρ0A
b. (3.34)

Eqs. (3.33) and (3.34) are easily solved for the reflection and transmission amplitudes a
and b and using the fact, that the wave number can be written in terms of the sound
velocity in a domain X

k0X = ω
cX
, (3.35)

where cX is the speed of sound in domain X and ω is the same in all domains, we find

a = zcB − zcA
zcA + zcB

, (3.36a)

b = 2zcB
zcA + zcB

ρ0A
ρ0B
. (3.36b)

This simple example, shows us how phase shifts of π in the reflected wave can be induced
depending on the ratio of the specific impedances. Another measure of the transmis-
sion than the coefficients a and b can be given by defining the intensity reflection and
transmission coefficients RI and TI [35],

RI ≡

〈
Ia,r

〉
〈
Ia,i

〉 , TI ≡

〈
Ia,t

〉
〈
Ia,i

〉 , (3.37a)

where indices, r, i and t refer to reflected, incident and transmitted wave, respectively.
From the definition of acoustic intensity Eq. (2.46) and the potential amplitudes Eqs. (3.36)
we can calculate

RI =
(
zcB − zcA
zcA + zcB

)2
(3.38)

TI = 4zcAzcB
(zcA + zcB)2 . (3.39)
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Figure 3.5: The velocity and a) pressure b) distribution in a system where a plane traveling wave
is sent into the interface from the left. Incident waves pi, vi are dashed and white whereas reflected
waves are solid white. The resulting waves v10A and p10A are black and we observe that these obey
the boundary conditions.

Upon inspection we see that the intensity as expected is conserved since RI+TI = 1. The
physical consequence of these results can easily be interpreted by examining a few limiting
cases. If the two domains are occupied by the same material it is evident that we have
full transmission as the boundary is acoustically nonexisting. Likewise if e.g. cB → 0, we
do not have transmission, but full reflection resulting in a standing wave in domain A.

With the coefficients we can now plot the pressure and velocity as done in Fig. 3.5,
where the real, physical part is visualized. The continuity of both pressure and velocity is
clearly seen, and we also observe that the reflected pressure wave have a phase shift of π
relative to the incoming wave as opposed to the velocity since zcA > zcB. Furthermore we
notice that the pressure and velocity are no longer 1

2π out of phase as in a classic inviscid
resonator since the reflection surface is not perfectly hard and the domains are infinite.

For a microsystem of the type presented in Fig. 1.1 the typical acoustic material pa-
rameters will be the ones shown in Table. 3.1 from where we notice a significant mismatch
in the characteristic impedance the domains in between. From Eq. (3.39) we can estimate
the transmission coefficients from water to silicon and silicon to air as TI,w→s = 0.26 and
TI,s→a = 8.0× 10−5, which is an indication of good resonance properties.

Property ρ0 ca zc

Unit kg m−3 m s−1 kg m−2 s−1

Silicon 2331 8490 1.98× 107

Water 998 1483 1.48× 106

Air 1.161 343.4 397

Table 3.1: Material parameters for water silicon and air. Conditions are T=300 K and p0=105 Pa
for air and T = 20◦C for water and silicon. Values for water and air from [40] and for silicon
from [32]. Specific impedance is calculated by zc = ρ0ca.
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3.2.3 Transmission through a domain

The previous example can of course be generalized to include several domains. However
the overall method for solving the systems is the same, namely to set up the general
solutions to the wave equation in each domain and solve the coupled system by continuity
in pressure and velocity.

We finish off our transmission examples by a small instructive demonstration of the
consequences of placing a foreign object in a standing wave field. The general geometry
resembles the initial resonator example with two actuators. Now, however, a sheet of a
different material with width d has been placed a distance h from the center of the system
thus dividing it into three domains A, B and C as seen in Fig. 3.2, where A and C are of
the same material.

In all three domains we now have the general solution as a linear combination of two
plane traveling waves which in terms of complex potentials can be written as

φ1A = aAei(k0Ax−ωt) + bAei(−k0Ax−ωt) (3.40)
φ1B = aBei(ϑk0Ax−ωt) + bBei(−ϑk0Ax−ωt) (3.41)
φ1C = aCei(k0Ax−ωt) + bCei(−k0Ax−ωt), (3.42)

where we have introduced the wave number ratio ϑ ≡ kB/kA. The problem can be solved
by the pressure and velocity continuity conditions at x = h and x = h+ d and the known
velocity at the actuators at x = ±L, but since the solution process is trivial and the results
not easily interpretable we restrict the results to the plots shown in Fig. 3.6.

From Fig. 3.6 a) it can be seen that the introduction of a relatively large piece of
foreign material heavily changes the standing wave. If we on the other hand decrease the
thickness of the slab the system converges towards the initial resonance without foreign
objects.

This example illustrates how it can be expected that the introduction of a small amount
of particles or cells in a microfluidic resonator system will not change the dynamics of
the system. The examples in Fig. 3.6 are of course only a qualitative demonstration of

a)

0

A B C

p10

v10

−L L0h h + d

b)

0

A B C

p10

v10

−L L0h h + d x
-

Figure 3.6: A doubly actuated system with a homogeneous domain, A and C, separated by a slab,
B, of different material. The system is actuated at a frequency corresponding to resonance of a
chamber without slab. For the thin slab the situation depicted in Fig. 3.2 is approached. Pressure
is shown as the solid black line and velocity as the solid white line. Amplitudes are arbitrary.
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the mechanism, but if one is to handle a dense concentration of particles in a confined
microsystem it might be worth estimating if the resonance mode will be significantly
affected.

3.3 Approaches for improved actuation models
In Eqs. (3.18) and (3.19) we found the amplitude of the resonating system to be far higher
than physically reasonable since we assumed the piezoelectric actuator to be both perfectly
coupled and lossless as well as able to deliver its unloaded displacement into a system at
resonance. None of these simplifications hold in the real life, however, and better models
are to be made if we want a more precise estimate of the amplitude.

During the project various methods and models have been proposed and investigated.
The most simple approaches include combined displacement and pressure restrictions as
well as limitations on the actuator power. Another model based on a force driven mechan-
ical actuator can be found in App. B.

Finally a complete 1d model was developed coupling various domains governed by
both inviscid and viscous wave equations to an air backed piezoelectric actuator domain
governed by a wave equation covering mechanical and electrodynamic effects. Hereby it
was from frequency sweeps possible to establish a direct correlation between the applied
actuator voltage and acoustic resonance amplitudes. By varying the number and geometry
of layers to simulate different coupling properties through amongst other things an air
film and ultrasonics gel the model did show that coupling issues from the actuator to
the resonating chamber can reduce the amplitude to the reported values [15,38] and even
lower.

Although the model contains quite an amount of interesting physics we will not describe
it here since it is a bit too extensive to be covered briefly and not of importance for the
following chapters as it can primarily be used for determination of the amplitude. In the
remainder of the thesis we will therefore simply assume a first-order velocity amplitude of
|v1| ∼ 10−4ca, which will be compared to experimental results in Chap. 8.

Having described the general first-order wave dynamics in viscous systems, we can now
proceed to the second-order effects.



Chapter 4

Second-order theory: Radiation
force

In literature one often finds the terms acoustic radiation pressure and radiation force.
Unfortunately the nomenclature is not clear and in some cases the radiation pressure
refers to the second-order pressure p2 and other times to the hereto connected steady
forces exerted on objects [8,19,41–43]. In this thesis we use the term second-order pressure
to describe p2, acoustic radiation as a general phenomenological term, and radiation force
for the actual force.

In the following the general expression for the steady state radiation force on de-
formable free floating objects in an inviscid fluid will be derived. The derivation is accu-
rate to second order in pressure and velocity and follows the theory initially outlined by
King [8] in 1934 and extended to compressible objects by Yosioka and Kawasima [19] in
1955. However, as was later pointed out by Hasegawa et al. [42] in 2000 the early papers
have some lacks of amongst other things on the continuity of argumentation and derivation
of the general expressions, some of which will be taken into account in the following based
on [42].

4.1 Radiation force on objects in general

The time-averaged acoustic radiation force 〈Fa〉 on an object in the acoustic field is found
by integrating the pressure over its surface. If the object is freely suspended in the liquid,
the surface will oscillate in time due to the first-order pressure and the surface S to be
integrated over is thus a function of time,

〈Fa〉 =
〈
−
∫
S(t)
δpndS

〉
, (4.1)

33
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where n is the outwards normal vector of the object and δp is the excess pressure defined
in Eq. (2.83). From Eq. (2.83) we thereby get the force

〈Fa〉 =
〈∫
S(t)
ρ0∂tφ10ndS

〉
+
〈∫
S0
ρ0∂tφ20ndS

〉
+ 1

2
ρ0

〈∫
S0
|∇φ10|

2 ndS
〉
− 1

2
ρ0
c2a

〈∫
S0

(∂tφ10)2ndS
〉
. (4.2)

As the integrands in the last terms are of second order it is sufficient to integrate these
over the equilibrium position S0. Furthermore we readily observe for a system in steady
state 〈∫

S0
ρ0∂tφ20ndS

〉
= 0, (4.3)

as the integration domain is time-independent, which leaves three integrals to be evaluated.

4.1.1 The Reynolds transport theorem

In order to evaluate the first integral with both time-dependent integrand and surface in
Eq. (4.2) we can exploit the Reynolds transport theorem, which is often encountered in
fluid mechanics, see e.g. White [44].

Consider an arbitrary property ς in a volume V dependent on time as shown in Fig. 4.1.
By a limiting process we can find the time change of the system as

d

dt

∫
V (t)
ς(t)dV = lim

δt→0

(∫
V (t+δt) ς(t+ δt)dV −

∫
V (t) ς(t)dV

δt

)
, (4.4)

where we can rewrite the right hand side as follows

lim
δt→0

(∫
V (t+δt) ς(t+ δt)dV −

∫
V (t) ς(t)dV −

∫
V (t) ς(t+ δt)dV +

∫
V (t) ς(t+ δt)dV

δt

)
. (4.5)

V (t)

S(t)

V (t + δt)

S(t + δt)

dS(t)

ZZ} ZZ}
n(t)

n(t + δt)

Figure 4.1: Arbitrary volume V with surface S and surface element dS at times t and t+ δt for
derivation of Reynolds transport theorem.
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As the second and fourth term in Eq. (4.5) have the same integration limit, these can be
rewritten to a differentiation inside the integral,

lim
δt→0

(∫
V (t) ς(t+ δt)dV −

∫
V (t) ς(t)dV

δt

)
=
∫
V (t)
∂tς(t)dV. (4.6)

The two remaining integrals have a common integrand and can thus be combined to a
single integral by changing integration limits

lim
δt→0

(∫
V (t+δt) ς(t+ δt)dV −

∫
V (t) ς(t+ δt)dV

δt

)
= lim
δt→0

(∫
V (t+δt)−V (t) ς(t+ δt)dV

δt

)
.

(4.7)

It is now convenient to express the volume element dV in terms of the fluid inflow. If fluid
is allowed to enter and leave the volume, the change will, by a normal velocity v · n be
given by

dV = V (t+ δt)− V (t) = v · nδtdS, (4.8)

where dS is the surface element shown in Fig. 4.1. Combining Eqs. (4.5), (4.6), (4.7)
and (4.8) evaluated for δt→ 0 we now have

d

dt

∫
V (t)
ς(t)dV =

∫
S(t)
ς(t)v · ndS +

∫
V (t)
∂tς(t)dV. (4.9)

Applying Gauss’ theorem we can rewrite Eq. (4.9) to the common form encountered as
the Reynolds transport theorem.

d

dt

∫
V (t)
ς(t)dV =

∫
V (t)

[∂tς(t) +∇ · (ς(t)v)] dV. (4.10)

This equation commonly appears as an integral formulation for conservation of momentum
obtained when ς = ρv.

4.1.2 Rewriting time-dependent integral

We now use the surface integral form of the Reynolds transport theorem Eq. (4.9) on the
momentum and define the magnitude of normal velocity v10 · n ≡ vn to get

d

dt

∫
V (t)
ρ0v10dV =

∫
S(t)
ρ0v10vndS +

∫
V (t)
∂t(ρ0v10)dV. (4.11)

Following the approach by Hasegawa et al. [42] we consider the configuration given in
Fig. 4.2 where a deformable object with surface S(t) is positioned in a domain enclosed
by a fictional fixed surface R. The surface integral must now take both S(t) and R into
account and we get

d

dt

∫
V (t)
ρ0v10dV =

∫
V (t)
∂t(ρ0v10)dV +

∫
S(t)
ρ0v10vndS +

∫
R
ρ0v10vndR. (4.12)
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As R is fixed, v10 · nR = 0 on R. On S(t) we have vn = −v10n as S(t) is inside the
domain V (t) having n pointing the opposite direction of a normal vector of V (t). Now
use ∂t(ρ0v10) = −∇p10 from Euler’s equation of motion Eq. (2.19),

− d
dt

∫
V (t)
ρ0v10dV = −

∫
V (t)
∇p10dV −

∫
S0
ρ0v10v10ndS, (4.13)

where we have replaced S(t) with S0 for integrands of second order. Using Gauss’ theorem,
we can rewrite the volume integral remembering that the sign changes as the normal vector
n points into the domain,

− d
dt

∫
V (t)
ρ0v10dV =

∫
S(t)
p10ndS −

∫
S0
ρ0v10v10ndS −

∫
R
p10nRdR. (4.14)

The term
∫
R p10nRdR time averages to zero as p10 is a first order periodic term and R is

constant. Likewise the left hand side of Eq. (4.14) vanishes by time averaging as we are
in steady state. Thus we are left with〈∫

S(t)
p10ndS

〉
=
〈∫
S0
ρ0v10vndS

〉
= −

〈∫
S(t)
ρ0∂tφ10ndS

〉
, (4.15)

where the last equality comes from Eq. (2.31). Combining Eqs. (4.2), (4.3) and (4.15) we
can now express the radiation force to second order on a freely suspended compressible
object in a sound field in terms of first-order quantities integrated over the equilibrium
position of the object surface,

〈Fa〉 = −
〈∫
S0
ρ0∇φ10vndS

〉
+ 1

2
ρ0

〈∫
S0
|∇φ10|

2 ndS
〉
− 1

2
ρ0
c2a

〈∫
S0

(∂tφ10)2ndS
〉
.

(4.16)

The first term stems from the moving boundary interacting with the first-order fields,
whereas the last two terms are identified as integrals over the difference of the acoustic
energy densities.

It should be noticed that this expression, in contrast to the ones most often referred in
experimental papers [30,31,38,45], is a general result applicable for any geometry without
restrictions to the size of the object relatively to the wavelength.

V (t)
R

S(t)

dS(t)
dR

ZZ}� n(t)

nR

Figure 4.2: Deformable object with surface S(t) in a domain V (t) enclosed by a fictional fixed
surface R. Figure adapted from [42].
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4.2 Introduction by 1D dynamics
When calculating the potentials in Eq. (4.16) it is often advisable and necessary to choose
fairly simple geometries and acoustic fields. A good place to start if one wants to extract
the general behavior of the radiation force could be to consider the geometry previously
shown in Fig. 3.6 with an infinitely wide plate of finite thickness positioned in a plane
wave along the x-axis for which we now outline a solution scheme.

In this one-dimensional case the normal velocity at the plate is equal to the first-order
velocity and the tangential velocity is non existing as the waves have normal incidence on
the plate. Thus, we can write up the radiation force along the x-direction from Eq. (4.16)
as

〈Fa〉 = −
〈1

2
ρ0

∫
S0
|∇φ10|

2 ndS
〉
−
〈1

2
ρ0
c2a

∫
S0

(∂tφ10)2ndS
〉
. (4.17)

Since the integrands are independent of the integration variables and we have the normal
vectors n = −x̂ and n = x̂ at x = h and x = h + d, respectively, we can easily find the
radiation force to be

〈Fa〉 =
〈
ρ0 |∇φ10A|

2
x=h

〉
+
〈1

2
ρ0
c2a

(∂tφ10A)2
x=h

〉
−
〈
ρ0 |∇φ10C |

2
x=h+d

〉
−
〈1

2
ρ0
c2a

(∂tφ10C)2
x=h+d

〉
. (4.18)

The result and computations can be simplified if we express Eq. (4.18) in terms of the plate
potential φ10B as will also be exploited in the following section. Hereby a time-harmonic
field can be shown to give

〈Fa〉 = 1
4

∣∣∣∇φ̃10B

∣∣∣2
x=h

+ 1
4
ρ0
c2a
α2
(
−ωφ̃10B

)2

x=h
− 1

4

∣∣∣∇φ̃10B

∣∣∣2
x=h+d

− 1
4
ρ0
c2a
α2
(
φ̃10B

)
x=h+d

,

(4.19)

where the density ratio α is defined in Eq. (4.27). What now remains is simply to insert
the relevant potentials, which can be found using the same conditions as the transmission
examples in Chap. 3. However, we will not report on the results here, since the geometry
is unlikely to be found in microsystems and we do not gain any physical insight that will
not be covered by the next sections.

4.3 Force on spheres
Since we in microsystems are interested in manipulating small particles as cells and the
like we now go to three dimensions and consider a spherical object of radius a placed in
a spherically described coordinate system as outlined in Fig. 4.3. The derivation of the
force follows the calculations given by Yosioka and Kawasima [19] and is mathematically
quite laborious. For the sake of clarity we only present an excerpt of the calculations in
the following and refer to App. C and [19] for more mathematical details.



38 CHAPTER 4. SECOND-ORDER THEORY: RADIATION FORCE

If we assume a plane acoustic wave along the z-axis, that is along θ = 0, there will be
no ϕ-dependence. By projection along ẑ in spherical coordinates we find for normal and
tangential components, respectively, that

n · ẑ = r̂ · ẑ = cos θ (4.20a)
t · ẑ = θ̂ · ẑ = − sin θ. (4.20b)

This can be combined with the expression for the gradient in spherical coordinates with
no ϕ-dependence,

∇φ10 = r̂∂rφ10 + θ̂1
r
∂θφ10, (4.21)

which allows us to split the z-component of the radiation force Eq. (4.16) into four terms

〈Fa〉 · ẑ = 〈Fr〉+ 〈Fθr〉+ 〈Fθ〉+
〈
Fφ

〉
. (4.22)

The calculation of the four terms is straight forward and can be shown to give

〈Fr〉 = −πa2ρ0
〈∫ π

0
(∂rφ10)2

r=a cos θ sin θdθ
〉

(4.23a)

〈Fθr〉 = 2πaρ0
〈∫ π

0
(∂rφ10)r=a(∂θφ10)r=a sin2 θdθ

〉
(4.23b)

〈Fθ〉 = πρ0
〈∫ π

0
(∂θφ10)2

r=a cos θ sin θdθ
〉

(4.23c)〈
Fφ

〉
= −πa2 ρ0

c2a

〈∫ π
0

(∂tφ10)2
r=a cos θ sin θdθ

〉
. (4.23d)

Since the spherical particle is impinged by the acoustic wave, another wave propagating
from the particle will be induced. Hereby the potential outside the particle will consist of
both the incoming potential φ10i and the scattered φ10s

φ10 = φ10i + φ10s. (4.24)
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Figure 4.3: A spherical particle of radius a placed in a coordinate system. A plane acoustic field
is aligned along the z-axis. The acoustic fields have velocity potential φ10 and φ(p)

10 outside and
inside the particle, respectively.
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The potential φ(p)
10 , where the superscript (p) is the notation for any quantity inside the

particle, shows up to be simpler than the potential outside the particle and thereby it
is advantageous to rewrite Eqs. (4.23) in terms of φ(p)

10 . This is done by employing our
well-known boundary conditions being continuity in normal velocity and pressure at the
interface. From this we can find the following,

〈Fr〉 = −πa2ρ0
〈∫ 1

−1
(∂rφ

(p)
10 )2µdµ

〉
(4.25a)

〈Frθ〉 = −2πaαρ0
〈∫ 1

−1
(∂rφ

(p)
10 )(∂µφ

(p)
10 )(1− µ2)dµ

〉
(4.25b)

〈Fθ〉 = πρ0α
2
〈∫ 1

−1
(∂µφ

(p)
10 )2(1− µ2)µdµ

〉
(4.25c)〈

Fφ

〉
= −πa2α2 ρ0

c2a

〈∫ 1

−1

(
∂tφ

(p)
10

)2
µdµ

〉
, (4.25d)

where we have introduced the variable transformation µ = cos θ, dµ = − sin θdθ.

4.3.1 Radiation force for small spherical particles

The scattering problem in spherical coordinates is mathematically well-known, and the
theoretical foundation and application to acoustics can be found in e.g. [19, 46, 47]. From
these references it can be shown that the potential inside the particle can be expressed by

φ
(p)
10 =

∞∑
n=0

(2n+ 1)eiωt(−i)nBnjn(k
(p)
0 a)Pn(cos θ). (4.26)

Here jn are spherical Bessel functions of first kind, Pn Legendre polynomials and Bn a
constant to be determined from the boundary conditions in pressure and velocity, which
is done with the help of various mathematical relations for Bessel functions and Legendre
polynomials. However, these are quite cumbersome calculations, which do not aid the
physical insight and therefore we proceed directly to the result appropriate for microsys-
tems.

We now introduce the coefficients

α ≡ ρ
(p)
0
ρ0

(4.27)

ϑ ≡ k0
k

(p)
0
, (4.28)

and assume (k0a)2 � 1, (k(p)
0 a)2 � 1 and α = O(1), which complies with the particles

used for characterizing microfluidic chips when suspended in water under influence of low
MHz radiation having (k0a)2 ∼ (k(p)

0 a)2 ∼ 10−6 and α ∼ 1. With these restrictions the
radiation force for a standing wave potential given by φ10i = Uk−1

0 cos k0ze−iωt, where U
is a first-order velocity amplitude, will be the following

〈Fa〉 · ẑ = 4πa3U2k0ρ0C(α, ϑ) sin(2k0z), (4.29)
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where C(α, ϑ) is a dimensionless material dependent radiation coefficient defined as

C(α, ϑ) = −2 + 5α
3 + 6α

− 1
3αϑ2 . (4.30)

It is from Eq. (2.44) quite easy to show that the average acoustic energy 〈E〉 in a plane
standing wave is given by 〈E〉 = U2ρ0. If we substitute this into Eq. (4.29) we can now
write the force as [19],

〈Fa〉 · ẑ = 4πa3 〈E〉ωc−1
a C(α, ϑ) sin(2k0z). (4.31)

The first property we notice is the strong geometric scaling being important when
varying the size of the particles, which will be treated in further detail in Chap. 8. Secondly
the force has a doubling of spatial periodicity in the pressure field since it is a second-order
effect, but more importantly it can change sign depending on the material parameters as
can be seen from Eq. (4.30).

We also find the force to be dependent on the energy, which is not surprising considering
the initial expression given in Eq. (4.16). Furthermore force can in general be derived from
an energy potential, which we recognize in Eq. (4.31) as ∇ 〈E〉 ∼ 2k0 〈E〉 = 2ωc−1

a 〈E〉.
Given the general condition k0a � 1 is fulfilled we can thereby increase the force on
the particle by increasing the frequency being equivalent to an increased energy gradient.
This shows us that microfluidic systems are particularly well suited for exploitation of
radiation forces due to the high frequencies necessary to match wavelengths with device
dimensions. Ultrasonic frequencies can of course also be used in macroscopic systems, but
microsystems allow for a better control and design of the standing wave fields.

Since the force can be expressed in terms of energy we must expect a system in equilib-
rium to strive for a minimum energy configuration by displacing the particles to the most
favorable position. From Sec. 3.1.1 we know that velocity and pressure in a standing wave
are phase shifted by 1

2π and have kinetic energy maxima at pressure nodes and potential
energy maxima at antinodes. We can now perform a small investigation of the material
parameters by introducing the compressibility κ = ρ−1

0 c
−2
a [48]. Hereby we find the last

term in Eq. (4.30) to be a compressibility ratio

χ ≡ αϑ2 = κ

κ(p) . (4.32)

Setting α = 1 or χ = 1 corresponding to equal density or compressibility, respectively, we
find Eq. (4.30) to be

C = 1
3

(
1− 1
χ

)
, α = 1 (4.33a)

C = −1 + α
1 + 2α

, χ = 1. (4.33b)

From Fig. 4.4 we realize that for C > 0 particles will be forced towards the pressure
nodes and to the antinodes for C < 0, respectively. Hereby we can for the situations
with one of the ratios fixed at unity in Eqs. (4.33) deduce that particles with higher mass
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〉
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〉
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Figure 4.4: Radiation force amplitude as given by Eq. (4.31) in a plane standing pressure wave.
〈F−a 〉 denotes C < 0 and 〈F+

a 〉 denotes C > 0. We see that F+
a forces the particles towards pressure

nodes and F−a towards antinodes.

density than the medium are attracted to the pressure nodes whereas particles with a
higher compressibility are forced to the pressure antinodes. Thus, generally dense particles
are attracted to pressure nodes whereas lighter, compressible particles are pushed to the
antinodes. This has for instance been exploited to separate red blood cells, erythrocytes,
and fat particles, lipids [29,31]. In the experimental measurements shown in Fig. 1.2 b) we
can see this behavior for polymer particles, where these aggregate in the pressure nodes.

4.4 Extended models for the radiation force
As the result given in Eq. (4.31) is essentially the gradient of the acoustic energy field with
a material dependent coefficient it is reasonable to believe that the result can be extended
from plane standing waves to an arbitrary acoustic field. This has been done in a paper by
Gor’kov [49], who elegantly derives a general radiation force expression for small particles
obeying the same restrictions in an inviscid fluid as in the previous sections.

We shall not consider the details in the derivation but merely state the result, which
holds for any field except purely or approximately plane traveling waves [49],

〈Fa〉 = −∇Ψ (4.34)

with the potential Ψ given as

Ψ ≡ 2πa3ρ0

( 〈
p210
〉

3ρ20c2a
Cκ +

〈
|v10|2

〉
2
Cα

)
, (4.35)

The two coefficients Cκ and Cα can be expressed be

Cκ = 1− 1
χ

(4.36a)

Cρ = 2(1− α)
1 + 2α

. (4.36b)

Now, these coefficients are recognized from Eqs. (4.33) and the same analysis regarding
the direction of the force can therefore be performed. Furthermore, Eqs. (4.34) and (4.35)
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can be shown to resemble Eq. (4.31) for a plane standing wave [49]. With the gradient
explicitly written in Eq. (4.34) it can be realized that the force is zero for local extrema
of Ψ, but the only stable positions for particles to aggregate will be at the local minima
of Ψ.

In Chap. 8 we will apply Eq. (4.34) to experimental results of a microfluidic separation
chip.

4.4.1 Neglected effects

In the preceding sections we have only treated an ideal, inviscid system. However, other
effects might have to be considered under certain conditions. For a viscous microsystem
operated in the MHz range two effects potentially having an impact on the radiation force
are related to viscous effects and aggregation of clusters.

The influence of viscosity has been studied by for instance Westervelt [50] and Doinikov
[51–53], who have treated the theory for both viscous and thermal dissipation. In the
following we will not consider the viscous effects but merely notice that besides the two
length scales, wavelength λ and particle size a governing the inviscid case, the viscosity
introduces another length scale in terms of the momentum diffusion length δν . As also
noted in [38] the dynamics can change when the two or all of the length scales become
comparable.

In the systems of our interest we always have λ � a, δν . Yet, as δν ∼ 10−6 m we
might approach the limit a/δν ∼ O(1) for small particles like the ones used in Fig. 1.2 a)
whereby viscosity can be important if the radiation force is the dominating force on the
particle.

Besides the viscous effects we have also neglected any inter-particle reactions. These
forces, known as Bjerknes forces [54, 55], scale strongly with the inverse of the mutual
distance and it is thus a reasonable assumption to neglect the effect for a dilute solution
with particles evenly distributed. Yet, as the radiation force drives the particles to either
nodal or anti nodal lines notable inter-particle effects due to interference of the scattered
sound waves can be anticipated. When we treat an actual system in Chap. 8 this will
not be the most important issue, but for systems designated to compile a large amount
of particles in a confined area it should be considered if inter-particle forces should be
included in the model.



Chapter 5

Second-order theory: Streaming

We will now consider the acoustic streaming based on two approaches. First we shall
disregard any boundary layer effects and perform an analysis and decomposition of the
equations in order the solve the streaming based on viscous losses and first-order dynamics
in the bulk fluid. Afterwards the fundamentals of boundary layer theory will be presented,
giving rise to streaming based on boundary effects.

5.1 Inviscid introduction
In Sec. 2.5.1 we found that 〈v20〉 did only appear in the continuity equation. Thus, in
this section we restrict ourselves to Eq. (2.86) to investigate if any valuable information
can be obtained only from this with suitable boundary conditions. As shortly noted in
Sec. 2.5.3 the boundary conditions for a compressible flow transforms from the velocity
to the mass flux density. In any domain enclosed by boundaries we would thus apply a
no-flux condition in analogy to the work by Jensen [32],

〈J20〉 = 0, ∀ (x, y, z) ∈ ∂Ω. (5.1)

Based on the continuity equation, Eq. (2.86), we introduce the following guess on 〈v20〉

〈v20〉 = − 1
ρ0
〈ρ10v10〉+ 〈v20inc〉 , (5.2)

which gives an incompressible continuity equation in 〈v20inc〉,

∇ · 〈v20inc〉 = 0, ∀ (x, y, z) ∈ Ω. (5.3)

With the introduction of 〈v20inc〉 the no-flux boundary condition Eq. (5.1) converts to a
Dirichlet condition on 〈v20inc〉,

〈v20inc〉 = 0, ∀ (x, y, z) ∈ ∂Ω. (5.4)

If we further choose to decompose the incompressible component by

〈v20inc〉 =∇ 〈φ20〉+∇× 〈A20〉 , (5.5)

43
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it is readily realized that the continuity equation gives a Laplace equation with an inho-
mogeneous Neumann conditions for 〈φ20〉

∇2 〈φ2〉 = 0, ∀ (x, y, z) ∈ Ω (5.6a)
∇ 〈φ2〉 = −∇× 〈A2〉 , ∀ (x, y, z) ∈ ∂Ω, (5.6b)

whereby 〈φ2〉 is determined exclusively by the boundary conditions. In the following,
however, we shall restrict ourselves to the notation 〈v20inc〉.

It is easy to realize that at least one solution satisfying Eqs. (5.3) and (5.4) is a trivial
incompressible velocity

v20 = 0, (5.7)

in which case we get the following streaming velocity

〈v20〉 = − 1
ρ0
〈ρ10v10〉 . (5.8)

This result corresponds to the one described by Markham1 [11], who computes 〈v20〉 from
a harmonic plane traveling wave. Representing this by v10 = U cos(k0x − ωt), where the
amplitude U is a real quantity, it can from Eqs. (2.20), (2.35) and (5.8) be shown that

〈v20travel〉 = −U
2

2ca
(5.9)

in analogy to Markham [11]. If we use our previously assumed velocity of U ∼ 10−4ca we
obtain 〈v20travel〉 ∼ 10−5 m s−1, which is in fair agreement with measurements [1].

However, rather than traveling waves, we are interested in standing waves. For these
waves given by e.g. v10 = U cos(k0x)e−iωt, the result is radically changed as we due to the
phase shift of π/2 between first-order velocity and density now have〈

v20standing

〉
= 0. (5.10)

From this it can be inferred that the streaming velocity based on bulk dynamics has no
compressible component in a perfect lossless standing wave, and hence the compressible
contribution with the inclusion of viscosity must scale with γ. On the contrary we cannot
conclude that the incompressible component in the inviscid case obeys the same scaling as
part of this due to Eqs. (5.6) is determined from the boundaries. With these introductory
considerations we will now proceed to the more thorough viscous theory.

5.2 Viscous bulk streaming
In the following the case of streaming based on bulk dynamics will be treated. From
Eqs. (2.81) and (2.97) we can infer that the time-averaged second-order body force density

1Markham’s result, however, has opposite sign. This might be a misprint and is not of importance.
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〈F〉 in the Navier–Stokes equation can be expressed by a gradient 〈F〉 =∇ 〈ΦF 〉 for γ = 0.
As γ is the typical measure for the viscous effects, we must thus expect that in the viscous
case the dominating part of 〈F〉 will be a gradient field as well.

If we insert the guess 〈F〉 =∇ 〈ΦF 〉+
〈
Bγ
〉
, the governing second-order equations can

from Eqs. (2.91) and (2.97) be formulated as

∇ · 〈v2〉 = − 1
ρ0
∇ · 〈ρ1v1〉 (5.11)

∇ 〈p2〉 = −∇ 〈ΦF 〉 −
〈
Bγ
〉

+ η∇2 〈v2〉+ βη 〈∇(∇ · v2)〉 . (5.12)

Using the viscous analogy to Eq. (5.2) for 〈v2〉 gives the following structure of the Navier–
Stokes equation,

∇ 〈p2〉+∇ 〈ΦF 〉 = −
〈
Bγ
〉
− η
ρ0
∇2 〈ρ1v1〉 −

βη

ρ0
∇(∇ · 〈ρ1v1〉) + η∇2 〈v2inc〉 . (5.13)

Hereby it is observed that we have terms known from the first-order fields on both sides of
the equation. Regarding the magnitude of these, the driving term∇ 〈ΦF 〉 on the left-hand
side does not depend on γ, whereas the corresponding terms on the right-hand side do.

If we initially make the erroneous assumption that all driving terms can be expressed as
gradients, it is easy to realize that both the continuity equation, Navier–Stokes equation,
and the no-flux condition are satisfied for 〈v2inc〉 = 0. From this we can deduce that with
the chosen boundary conditions in the viscous system the value of 〈v2inc〉 is governed by
the components of the right-hand side body force density terms, which are not irrotational.

For analytical calculations this does not pose a problem, but if we attempt to solve the
initial Navier–Stokes equation given in Eq. (2.97) directly by numerical tools we can expect
computational difficulties. This is due to the fact that we solve for both second-order
pressure and velocity in the same system driven by a body force with the gradient∇ 〈ΦF 〉
controlling the pressure and the minor components governing the streaming velocity. As
these components scale with γ, we thereby attempt to simultaneously resolve quantities
of two different orders of magnitude, which, depending on the numerical method and the
value of γ, can be impossible. In the following sections we will develop a method to
evade this problem by decomposing the time-averaged Navier–Stokes equation in order
to separate terms of significantly different order of magnitude. Hereby we can solve for
the second-order velocity from an equation, where all terms are of the same order of
magnitude.

5.2.1 Analysis for irrotational first-order velocity

To a first extent we treat the situation, where the first-order velocity is based on the
gradient of a scalar potential, since this was shown plausible in Chap. 2 and gives rise to
the simple relation between v1 and ρ1 given by Eq. (2.76).

The Navier–Stokes equation to second order is known from Eq. (2.92)

〈ρ1∂tv1〉+ ρ0 〈(v1 ·∇)v1〉 = −∇ 〈p2〉+ η∇
2 〈v2〉+ βη∇ 〈∇ · v2〉 , (5.14)
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where the second term on the left hand side can be rewritten to a gradient, if v1 is given
by a scalar potential,

〈ρ1∂tv1〉+
ρ0
2
∇
〈
|v1|

2
〉

= −∇ 〈p2〉+ η∇
2 〈v2〉+ βη∇ 〈∇ · v2〉 . (5.15)

Using the incompressible velocity analogous to the calculations in Sec. 5.1, we can refor-
mulate the Navier–Stokes equation to

∇ 〈p2〉+
ρ0
2
∇
〈
|v1|

2
〉

+ βη
ρ0
∇ 〈∇ · (ρ1v1)〉 = −〈ρ1∂tv1〉+ η∇

2 〈v2inc〉 −
η

ρ0
∇2 〈ρ1v1〉 ,

(5.16)

where all obvious gradient terms have been collected at the left-hand side. This allows us
to define a new pressure gradient

∇ 〈p2effi〉 ≡∇ 〈p2〉+
ρ0
2
∇
〈
|v1|

2
〉

+ βη
ρ0
∇ 〈∇ · (ρ1v1)〉 . (5.17)

Hereby Eq. (5.16) can be simplified to the following equation

∇ 〈p2effi〉 = −〈ρ1∂tv1〉+ η∇
2 〈v2inc〉 −

η

ρ0
∇2 〈ρ1v1〉 , (5.18)

where 〈v2inc〉 and 〈p2effi〉 are the unknowns driven by the body force terms

〈Feff〉 = −〈ρ1∂tv1〉 −
η

ρ0
∇2 〈ρ1v1〉 , (5.19)

which we have shown to be a gradient for γ = 0. Now, we know from Eq. (2.76)

v1 = K∇ρ1 (5.20)
∂tv1 = −iωK∇ρ1, (5.21)

where we have used the harmonic e−iωt convention and defined the complex pre-factor

K ≡ −i(1− iγ)c2a
ρ0ω

. (5.22)

Thus, the body force density Eq. (5.19) can be rewritten to

〈Feff〉 =
〈
ρ1

(
(1− iγ)c2a
ρ0

∇ρ1

)〉
+ η
ρ0
∇2
〈
ρ1

(
i(1− iγ)c2a
ρ0ω

∇ρ1

)〉
. (5.23)

At first sight Eq. (5.23) appears to be a gradient if we do a little relocation of the com-
plex pre-factors and apply general differentiation rules. Yet, it should be emphasized that
although this is tempting in the complex notation, it is in general not allowed mathemat-
ically to interchange fields and operators. Therefore we must perform a more laborious
analysis.
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5.2.2 Expand body force density

Now we take the terms from the body force density Eq. (5.19) and expand them in order
to separate small and large components. Beginning with the first term we can rewrite this
using Eqs. (2.84) and (5.21),

〈ρ1∂tv1〉 = − c
2
a

2ρ0
Re {ρ̃1(1 + iγ)∇ρ̃∗1} . (5.24)

Exploit the general relation complex relation

Re {ab∗} = Re {a}Re {b}+ Im {a} Im {b} , (5.25)

which gives rise to the following,

〈ρ1∂tv1〉 = − c
2
a

2ρ0
[Re {ρ̃1}Re {(1− iγ)∇ρ̃1}+ Im {ρ̃1} Im {(1− iγ)∇ρ̃1}] . (5.26)

If we expand the complex expressions and use this together with commutation of differen-
tial and complex operators, that is Im {∇ρ̃1} = ∇Im {ρ̃1} and likewise for the real part,
we end up with the following after elaborate but trivial algebra,

−2ρ0
c2a
〈ρ1∂tv1〉 =∇

〈
|ρ̃1|

2
〉

+ γ [Re {ρ̃1}∇Im {ρ̃1} − Im {ρ̃1}∇Re {ρ̃1}] . (5.27)

As ρ̃1 is real in a standing wave for γ = 0, Im {ρ̃1} must scale with γ and the dominating
term is as expected a gradient, whereas the remaining terms are an order of γ2 smaller.
Thus, the dominating term can be combined with ∇ 〈p2eff〉.

Now we can proceed to the second term in Eq. (5.19), again using Eqs. (2.84) and (5.21)
for the initial step,

η

ρ0
∇2 〈ρ1v1〉 = − ηc

2
a

2ρ20ω
∇2Re {ρ̃1(i− γ)∇ρ̃∗1} . (5.28)

From the relation in Eq. (5.25) we get

−2ρ0ω
c2a
∇2 〈ρ1v1〉 = ∇2 (Re {ρ̃1}Re {(γ + i)∇ρ̃1}+ Im {ρ̃1} Im {(γ + i)∇ρ̃1}) , (5.29)

where the complex terms can be expanded to the following,

Re {(γ + i)∇ρ̃1} = γRe {∇ρ̃1} − Im {∇ρ̃1} (5.30a)
Im {(γ + i)∇ρ̃1} = γIm {∇ρ̃1}+ Re {∇ρ̃1} . (5.30b)

Combining Eq. (5.29) and Eqs. (5.30) we see, as |Im {ρ̃1} | ∼ γ|Re {ρ̃1} |, that all terms
are of the order of magnitude ∇2γ|Re {ρ̃1} |2 or lower. Further laborious rewriting can be
shown to give

2ρ0ω
c2a
∇2 〈ρ1v1〉 =−∇

(1
2
γ∇2 (Re {ρ̃1})

2
)
−∇

(1
2
γ∇2 (Im {ρ̃1})

2
)

+∇2 (Re {ρ̃1}∇Im {ρ̃1})−∇
2 (Im {ρ̃1}∇Re {ρ̃1}) . (5.31)

Again, two of the terms can be added to ∇ 〈p2eff〉.
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5.2.3 The decomposed Navier–Stokes equation for 〈v2inc〉

By introducing yet another pressure gradient ∇
〈
p2repi

〉
we can now combine Eqs. (5.17),

(5.27) and (5.31) and define

∇
〈
p2repi

〉
≡∇ 〈p2〉+

1
2
ρ0∇

〈
|v1|

2
〉
− c

2
a

2ρ0
∇
〈
|ρ1|

2
〉

+ γβc2a
(1 + β)ω

∇ (∇ · 〈ρ1v1〉)−
γ2c4a

4(1 + β)ρ0ω2∇
(
∇2Re {ρ̃1}

2 +∇2Im {ρ̃1}
2
)
,

(5.32)

where we have expressed all occurring η in terms of γ. As expected, the dominating terms
are analogous to the result found in the inviscid theory by Eq. (2.85), and only large values
of γ will alter 〈p2〉 from the inviscid counterpart.

We are now able to write up the Navier–Stokes equation with a body force density
consisting purely of terms of the same order of magnitude and solve this for∇

〈
p2repi

〉
and

〈v2inc〉 in conjunction with the viscous counterpart to the continuity equation Eq. (5.3).
If we combine the Navier–Stokes equation given in Eq. (5.16) with the decomposed terms
from Eqs. (5.27), (5.31) and (5.32) we thereby eventually find the decomposed Navier–
Stokes equation,

∇
〈
p2repi

〉
= γρ0c

2
a

(1 + β)ω
∇2 〈v2inc〉+

γc2a
2ρ0

(Re {ρ̃1}∇Im {ρ̃1} − Im {ρ̃1}∇Re {ρ̃1})

− γc4a
2(1 + β)ρ0ω2

(
∇2 [Re {ρ̃1}∇Im {ρ̃1}]−∇

2 [Im {ρ̃1}∇Re {ρ̃1}]
)
. (5.33)

As a check of consistency a short glance at Eq. (5.33) reveals that no irrotational body
force exists for γ = 0 as expected. To estimate the expected order of magnitude, we can
use that the length scale of the gradient is equivalent to the wavenumber Eq. (2.35). By
a quick calculation we get the following estimate for standing waves

| 〈v2inc〉 | ∼ γca
|ρ1|2

ρ20
∼ γ |v1|

2

ca
. (5.34)

This result implies that the incompressible component for a standing wave is governed by
the small phase shift induced by the viscosity.

When we have solved for these quantities we can find the full second-order velocity by
substituting back

〈v2〉 = − 1
ρ0
〈ρ1v1〉+

〈
v2,inc

〉
. (5.35)

Similar calculations can be done for ∇ 〈p2〉 using Eq. (5.32). As all terms depend on ρ1,
and 〈p2〉 = 0 for ρ1 = 0, we can remove the gradients and compute 〈p2〉 directly. However,
numerically we do not use any boundary conditions on

〈
p2repi

〉
and thus cleverly chosen

constraints should be applied, if the viscous terms become significant. The numerical
implementation and solutions of Eq. (5.33) are given in Chap. 7.
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5.2.4 Decomposition without introducing 〈v2inc〉

In the previous sections the equations were decomposed to solve for 〈v2inc〉. However,
alternatively we can choose to solve directly for 〈v2〉. In this manner we can also compare
the two methods and determine if one is better suited for numerical implementation.

Take the Navier–Stokes equation Eq. (5.15) and collect any gradient term not contain-
ing 〈v2〉 to obtain

∇ 〈p2〉+
ρ0
2
∇
〈
|v1|

2
〉

= −〈ρ1∂tv1〉+ η∇
2 〈v2〉+ βη∇ 〈∇ · v2〉 . (5.36)

Thus, the only body force with irrotational components driving this system is

−〈ρ1∂tv1〉 , (5.37)

which can be decomposed with the result given in Eq. (5.27). In analogy to the incom-
pressible calculations we can define a new pressure gradient,

∇
〈
p2rep

〉
≡∇ 〈p2〉+

ρ0
2
∇
〈
|v1|

2
〉
− c

2
a

2ρ0
∇
〈
|ρ1|

2
〉
. (5.38)

Hereby a new Navier–Stokes equation can be established by combining Eqs. (5.27), (5.36)
and (5.38),

∇
〈
p2rep

〉
= γρ0c

2
a

(1 + β)ω
∇2 〈v2〉+

γβρ0c
2
a

(1 + β)ω
∇ 〈∇ · v2〉

+ γc
2
a

2ρ0
(Re {ρ̃1} Im {∇ρ̃1} − Im {ρ̃1}Re {∇ρ̃1}) , (5.39)

which can now be coupled and solved together with the continuity equation. To subse-
quently find 〈p2〉 we use the same approach as in Sec. 5.2.3.

It should be emphasized that the analysis done in the past sections do only apply to
an irrotational first-order velocity. However, it is possible to extend the analysis to cover
the general case, where v1 can be decomposed by a scalar and vector potential. As we will
not use this in our numerical analysis, the derivations are not given here but are outlined
in App. D.

Before turning to the numerical implementation and analysis we will now outline an-
other approach for determination of the streaming velocity.

5.3 Boundary layer theory
In the past sections we have concentrated on the bulk dynamics where the governing length
scale is the wavelength, which we know to be on the order of λ ∼ 10−4 − 10−3 m for MHz
ultrasound in water. But in a viscous system we also have another length scale, namely
the momentum diffusion length δν given by Eq. (3.20). Within this length scale on the
order of 10−6 m the velocity changes due to viscous stress from zero at the boundary to
the velocity otherwise found by a slip condition. Since λ� δν it was in Sec. 3.1.4 assumed
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that bulk effects could be treated with slip boundary conditions rather than the no-slip.
Combining this with the fact that it numerically is very hard to resolve both length scales
at the same time implies that we in the treatment of bulk effects in Chap. 7 keep this
assumption.

However, if we on the other hand do have a small boundary layer in the first-order
fields the same must be the case for the second-order effects, which entails the existence
of a time-independent boundary layer flow. The acoustic streaming near boundaries have
previously been reported by amongst others Rayleigh [7] and Nyborg [17] and as such
the basic theory is well known. In the next section the fundamental theory will briefly
be presented, closely following the methods of Landau and Lifshitz (LL) [39], who notice
that the acoustic streaming due to boundary layer flow is especially pronounced under the
condition [39]

λ� h� δν , (5.40)

where h is a characteristic length scale of a confined flow region. From this we can
deduce that the boundary layer streaming scales favorably with our microsystems, since
the chamber height h under normal conditions obeys λ > h� δν .

5.3.1 Governing equations

When dealing with laminar boundary layer theory, the Navier–Stokes equation reduces to
Prandtl’s incompressible boundary layer equations [39,44],

∂tvbx + (vb ·∇) vbx = −1
ρ
∂xp+ ν∂2

zvbx (5.41a)

∂tvby + (vb ·∇) vby = −1
ρ
∂yp+ ν∂2

zvby (5.41b)

∂tvbz + (vb ·∇) vbz = ν∂2
zvbz (5.41c)

where vbx, vby and vbz are the three components of the boundary layer velocity, and p is the
bulk pressure distribution. The formulation in Eqs. (5.41) is valid for a time-dependent,
incompressible flow along a boundary in the xy-plane as sketched in Fig. 5.1. At first
sight it seems contradictory that we consider incompressible flow in an acoustic problem.
However, as argued by Landau and Lifshitz [39] incompressibility is justified when both
of the following conditions are fulfilled

v � ca (5.42a)

τ � `d
ca
. (5.42b)

Here τ is the characteristic time scale and `d is the characteristic dynamic length scale. In
the case of an oscillating boundary layer these are τ = ω−1 and `d = δν , respectively2. We
have already necessitated the first condition in Chap. 2, and since δν � λ both conditions
for incompressibility are fulfilled in the boundary layer to first and second order.

2Strictly speaking we should distinguish between frequency and angular frequency. For estimates,
however, this is not of importance.
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Figure 5.1: Sketch of the boundary layer velocity vb in boundary layer of characteristic height δν .
The boundary layer velocity approaches the inviscid bulk velocity v.

In boundary layers the pressure is essentially constant in the direction perpendicular
to the surface. Thus, the pressure in the boundary layer is equal to the pressure in the
bulk, where we assume an inviscid flow. From the inviscid Navier–Stokes equation we have

∇p = −ρ∂tv − ρ(v ·∇)v, (5.43)

which can be combined with Eqs. (5.41) to give

∂tvbx + (vb ·∇) vbx = ∂tvx + vx∂xvx + vy∂yvx + ν∂2
zvbx (5.44a)

∂tvby + (vb ·∇) vby = ∂tvy + vx∂xvy + vy∂yvy + ν∂2
zvby (5.44b)

∂tvbz + (vb ·∇) vbz = ν∂2
zvbz. (5.44c)

Here vx = vx(x, y, t) and vy = vy(x, y, t) are the inviscid velocity components outside the
boundary layer.

5.3.2 Perturbation in boundary layer theory

We now apply the same perturbation approach as used in Chap. 2 to obtain equations of
first and second order. To first order the equations are easily found from Eqs. (5.44) to
be

∂tv1bx − ν∂
2
zv1bx = ∂tv10x (5.45a)

∂tv1by − ν∂
2
zv1by = ∂tv10y (5.45b)

∂tv1bz − ν∂
2
zv1bz = 0. (5.45c)

Likewise the second-order equations are readily set up, where we to make things short
only present the time-averaged versions,

ν∂2
z 〈v2bx〉 = 〈(v1b ·∇) v1bx〉 − 〈v10x∂xv10x〉 −

〈
v10y∂yv10x

〉
(5.46a)

ν∂2
z

〈
v2by

〉
=
〈
(v1b ·∇) v1by

〉
−
〈
v10x∂xv10y

〉
−
〈
v10y∂yv10y

〉
(5.46b)

ν∂2
z 〈v2bz〉 = 〈(v1b ·∇) v1bz〉 . (5.46c)
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In conjunction with an incompressible continuity equation we hereby have the gov-
erning equations necessary to solve for a time-independent second-order boundary layer
velocity. Since the boundary layer theory is based on an inviscid flow outside the layer,
this has the advantage that we do not need to consider any viscous damping in the bulk
but can restrict ourselves to the inviscid Helmholtz equation in order to find the driving
terms.

To estimate the magnitude of the streaming velocity in the outer part of the boundary
layer, we can consider the length scales in e.g. Eq. (5.46a). In the x− and y-direction the
derivatives scale inversely with the acoustic wavelength whereas the z-derivative is inverse
to δν ,

∂x ≈ ∂y ∼
ω

2πca

∂z ∼
√
ω

2ν
. (5.47)

If the bulk first-order velocity has an amplitude U we thereby find

U
ω

2πca
U ∼ ν ω

2ν
| 〈v2bx〉 |, (5.48)

which is readily seen to give

| 〈v2bx〉 | ∼
U2

πca
. (5.49)

This estimate, which of course also holds for the y-component, is similar to the inviscid
traveling wave solution found in Eq. (5.9), although Eq. (5.49) is valid for both standing
and traveling waves. It might seem surprising that the boundary streaming velocity,
which stems from viscous effects, does not depend on viscosity in similarity to the inviscid
estimates. This can be explained by a phenomenological point of view, since the viscosity
is both responsible for the momentum transfer driving the streaming as well as viscous
damping of the system. In equilibrium these two effects will be balanced and, as they are
both governed by viscosity, the streaming velocity will be independent of viscosity. With
an expected first-order amplitude on the order of U ∼ 10−4ca the boundary streaming
would amount to | 〈v2bx〉 | ∼ 10−5 m s−1, which is equivalent to a Reynolds number of
Re ∼ 10−3 in our shallow microsystems if the boundary layer streaming velocity is taken
to be representative in the entire domain.

Examples of 2d boundary layer flows can be found in e.g. [7, 39], and in Chap. 7
a generalization to 3d will be discussed including a examples of a numerical solution
scheme, where the boundary layer velocity can be used as a slip-velocity for computation
of the bulk flow. However, in order to do this we must be acquainted with the numerical
methods to which the next chapter is dedicated.



Chapter 6

Numerical implementation in
Comsol Multiphysics

In order to apply the theory presented in the previous chapters for modeling arbitrarily
shaped microsystems we are compelled to employ numerical tools. A variety of numerical
methods and software packages are available for different tasks, and in the following we
will use the finite element method (FEM). For this purpose the program Comsol Multi-
physicsTM Version 3.3 (Comsol) will be utilized, and in this chapter some of the general
aspects to be aware of will be described, whereas simulations applied to second-order
acoustofluidics in microsystems are presented in the next chapters.

6.1 Graphical user interface and scripting

Comsol is a very powerful and versatile FEM tool equipped with a number of predefined
physics modes within the fields of e.g. diffusion, electrostatics and fluid mechanics [56]
allowing the user to readily solve a large range of standard problems directly from a
graphical user interface (GUI). In essence this is done by drawing the structures as in any
standard CAD program in either 1d, 2d or 3d whereafter the relevant physical parameters
can be applied to the domains and boundary conditions to the boundaries. With the right
choice of solvers and mesh resolution, simple problems can hereafter be solved by the push
of a button.

However, the problems we are going to solve cannot be considered standard problems
and therefore we cannot restrict ourselves to one of the physics modes but have to set up
most of the equation systems ourselves. From the GUI this can be done using one of the
PDE application modes described in the following sections. Hereby we can combine our
own equation system with the user friendly GUI drawing capabilities.

Though allowing for easy setup of many customized problems, the graphical approach
has certain limitations when it comes to e.g. systematic investigations, postprocessing
and other specialized features. In that case we can turn to scripting, where we can choose
either to expand and customize a problem exported from the GUI or write up the entire
problem from scratch.

53
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In this work both approaches have been used although we shall not distinguish between
the two as the final result is basically the same. Matlab is used as scripting environ-
ment, which allows us to take advantage of the built-in Matlab functions at the expense
of a slight decrease in computational resources. Before going into detail with some of
the technicalities of scripting we will present the mathematical representation of coupled
PDEs.

6.2 Equation representation

In Comsol one can choose between three different ways of representing a PDE and bound-
ary conditions, namely the coefficient form, general form, and weak form. We shall in this
thesis not discuss the advantages of the individual representations but primarily turn our
attention towards the general form.

The formulation of a PDE in the general form is as follows for the mth variable

∇ · Γm = fm, ∀ (x, y, z) ∈ Ω (6.1)

where Γm is denoted the flux vector [56] and fm is a scalar source field. Depending on the
number of dependent variables being either pure scalars or scalar vector components, one
or more flux vectors are required to describe an equation system. In a vector equation each
flux vector can be regarded components of a tensor, which in case of the Navier–Stokes
equation would be the stress tensor.

The Neumann and Dirichlet boundary conditions are implemented as

−n · Γm = G+ ∂Rn
∂um
µn, ∀ (x, y, z) ∈ ∂Ω (6.2a)

Rn = 0, ∀ (x, y, z) ∈ ∂Ω, (6.2b)

where um is the dependent variable and µn a Lagrange multiplier [56] for the nth boundary
element.

The implementation of an equation in the general form is not unique but in some
instances the sequence and choice of representation in systems of multiple variables can
affect the boundary conditions [56], which one has to be aware of.

6.2.1 Example: The Helmholtz equation

As an illustrative example we can write up a 2d Helmholtz equation as given by Eq. (2.39).
If solving for the pressure p in a single domain we have a scalar equation in one variable
why we only need one flux vector, and the equation can be formulated as

Γ =
[
∂xp
∂yp

]
(6.3a)

f = −ω
2

c2a
p. (6.3b)



6.3. STRUCTURE OF A FINITE ELEMENT PROBLEM 55

In the simplest configuration we can assume either an infinitely hard boundary corre-
sponding to a homogeneous Neumann condition or alternatively an infinitely soft bound-
ary corresponding to a homogeneous Dirichlet condition, which have to be defined for each
boundary segment surrounding our domain. Inhomogeneous and combined boundary con-
ditions can be defined in the same manner based on Eqs. (6.2).

6.3 Structure of a finite element problem

Now the different parts of a script necessary for defining and solving an equation system
will be presented, using the 2d Helmholtz equation with a Neumann condition in a circular
geometry as example. The following source code examples are based on a script exported
from the GUI and subsequently customized. The entire script can be found in App. G
and a corresponding simpler script only containing the necessary components is given in
App. H.

Before defining the problem we start by clearing the workspace.

1 % Reset and clear environment
2 clear all , close all , clc , flclear fem

Hereafter Matlab and Comsol constants and variables are defined. In this case we
define the frequency around which we want to search for eigenvalues and the speed of
sound in the domain. In analogy with fem.const we can also define analytical expressions
in fem.expr, which can ease notation for more complicated equation systems.

3 % Manually defined search frequency
4 fsearch =1e6;
5

6 % Constants
7 fem.const = {’c’,’1483 ’};

A necessity for solving a problem is a well-defined geometry. For this problem we only
have a single domain being a circle with a radius of 1 mm centered at (x, y) = (0, 0), but
for more extensive problems several geometric domains can be defined to which one can
subsequently apply individual physical parameters.

8 % Geometry
9 g1= ellip2 (’1e-3’,’1e-3’,’base ’,’center ’,’pos ’,{’0’,’0’},’rot ’,’0’);

The next step is to define the mesh, where it is particularly important to choose the
correct mesh size. In general the resolution increases with decreasing mesh size, but the
correspondingly increasing demands on memory and CPU sets natural limits on the mesh
size. For acoustics the governing length scale is the wavelength and we should thus choose
a mesh size able to resolve the wavelength, where ten or more points per wave length is
an advisable minimum for reliable results. In the following we use a default triangular
mesh, where the property ’hmax’ sets the maximum element size. Many other types and
properties are available but will not be treated in details here.
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11 % Initialize mesh
12 fem.mesh= meshinit (fem ,’hmax ’,5e -5);

The geometry and resulting mesh is shown in Fig. 6.1
To tell Comsol which equation system to use we must define the application mode

being the general form, the dependent variables and the finite element type. In this
example we use second-order Lagrange elements, but higher orders can be used on the
expense of memory, which could be advantageous if the solution is to be used as input to
another equation system.

13 appl.mode.class = ’FlPDEG ’;
14 appl.dim = {’p’,’p_t ’};
15 appl.shape = {’shlag (2,’’p’’)’};

In contrast to the previous excerpts we now observe the syntax appl.dim and not fem.dim,
which allows for several coupled systems each defined in an individual application mode
appl but within the same fem environment. Thus, as we in this example do only consider
the Helmholtz equation it is not strictly necessary to make use of application modes as is
also demonstrated in App. H.

We now define the Neumann boundary condition by the command bnd.type and apply
it to all four segments by bnd.ind.

16 bnd.type = ’neu ’;
17 bnd.ind = [1 ,1 ,1 ,1];

In general one can have different boundary conditions on individual parts of the perimeter
and bnd.type converts to a list of conditions where bnd.ind points to the relevant elements
of the list.

The components of Γ and f from Eqs. (6.3) can now be defined by the commands
equ.ga and equ.f, respectively. As can be seen the name ’lambda’ is used for the angular
frequency. This is due to the fact that ’lambda’ is the default name recognized as the
eigenvalue by the Comsol eigenvalue solver, although one can choose to rename the
default value.
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Figure 6.1: a) Geometry for the Helmholtz problem. Notice the segmentation of the boundary
into four parts. b) The triangular mesh with maximum element size of 5× 10−5 m.
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18 equ.f = ’-lambda ^2/c^2*p’;
19 equ.ga = {{{ ’px’;’py’}}};

Here it is worth noting that derivatives of dependent variables can be written with the
syntax ∂ip =’pi’ and ∂i∂jp =’pij’ where ’i’ and ’j’ are any of the independent variables
x and y.

The two following commands combine the application modes into a full system and
extends the mesh to the chosen finite elements as the last step before solving the problem.

20 % Multiphysics
21 fem= multiphysics (fem);
22 % Extend mesh
23 fem.xmesh= meshextend (fem);

Since the chosen boundary condition is equivalent to rigid walls the Helmholtz equation
will be quantized as was shown in Sec. 3.1.2 and it is thus obvious to solve the problem
with an eigenvalue solver.

25 % Solve problem for 6 eigenvalues
26 fem.sol= femeig (fem , ...
27 ’solcomp ’,{’p’}, ...
28 ’outcomp ’,{’p’}, ...
29 ’neigs ’ ,6,...
30 ’shift ’ ,2*pi* fsearch );

The eigenvalue solver has been specified to solve for and output ’p’ by searching for six
eigenvalues and corresponding eigenmodes around the angular frequency specified by the
previously defined fsearch. As we have solved an eigenvalue problem, any solution can be
multiplied with an arbitrary number and the amplitude is thus not defined. When using
Comsol the amplitude is determined by a normalization after the degrees of freedom D
as given in [57],

1
N

N∑
m

|Dm|
2 = 1. (6.4)

Thus, it must be stressed that when analyzing output from a Comsol eigenvalue solver
possible differences in amplitude between the solutions must not be interpreted as some
eigenmodes being stronger than others as no such phenomenon can be defined in an eigen-
value problem. Distinction between strong and weak modes can only be determined when
modeling an extended system including an actuator driven with a prescribed frequency.

The last step in the script is postprocessing where the results can be exported, pro-
cessed and visualized in various ways. In Fig. 6.2 we have shown a surface plot of the first
of the found eigenmode with the postprocessing function postplot.

6.4 Solvers
In the previous example we used the solver femeig to solve an eigenvalue problem. How-
ever, a collection of other solvers are available depending on the problem. In this thesis
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Figure 6.2: The solution corresponding to the Helmholtz equation with Neumann conditions for
the eigenvalue ω = 4.5× 106 s−1. The solution is normalized by Eq. (6.4).

we will make use of the eigenvalue solver femeig as well as a stationary solver femstatic,
which can solve linear as well as nonlinear problems. In the following a short overview of
the relevant properties will be given.

We are already acquainted with the properties ’solcomp’ and ’outcomp’. These deter-
mine which equation components to solve for and which to store in the solution object,
respectively. In the Helmholtz example we only have one component ’p’ and thus these
properties are superfluous, but in the next section we will see how they come into play
when solving a coupled equation system.

Two properties that will be demonstrated later are ’init’ and ’u’, which defines
the initial value for the variables to solve for and the value of variables not solved for,
respectively. Especially the last property is important, when one wants to build a solution
on already computed values.

Independently of whether an eigenvalue or stationary solver is chosen, the problem will
normally be split into a number linearized subsystems solved by linear system solvers [57],
which can be specified with the property ’linsolver’. These solvers are either iterative or
direct and have impact on the solution process amongst other things in terms of stability,
computation time and memory consumption, why it is important to choose the right solver
for a given problem. We shall not dwell on algorithms and technicalities here but only
report that from tests with the different solvers the default direct UMFPACK solver has been
found the best overall choice in terms of speed and stability for the type of problems
treated in this thesis although demanding a fairly high amount of memory.

6.4.1 Equation structure for eigensolver

In Chap. 2 three representations of the Helmholtz equation were found, namely the inviscid
Eq. (2.39), the lossy Eq. (2.52) and the corresponding series expansion Eq. (2.56). In
Sec. 6.3 we have already seen that the inviscid Helmholtz equation is easily implemented
and solved as an eigenvalue problem. However, when it comes to the series expanded
Helmholtz equation this has a general mathematical representation of the form

∇2φ = −ω2 (a+ bω)2 φ (6.5)
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where a and b are complex constants and ω a real angular frequency. This formulation
is not found in the standard Comsol application why it has to be investigated, if it is
compatible with the solver. Extensive tests extending the inviscid Helmholtz equation by
stepwise introducing complex constants and linear combinations of eigenvalues of different
orders have been performed. As most of the intermediate results are not of interest for
the problems we consider, we will not go into details with these but only conclude that it
is not possible to obtain prudent results with the problems formulated as Eq. (6.5) in a
Comsol eigenvalue solver as was anticipated for a dissipative system in Sec. 2.3.1.

This is an important observation since we are thus forced to use the results of the
inviscid Helmholtz equation as a basis for development of the viscous fields.

6.5 Coupling perturbed equation systems

We are interested in modeling second-order effects based on resonances in various ge-
ometries and must therefore find a way to couple between first-order and second-order
equations. For this purpose Comsol excels with its very efficient and user friendly mul-
tiphysics feature. With this it is possible to combine various equation systems to a fully
coupled system, which can be solved with one of the Comsol solvers. Examples of pre-
configured applications in Comsol of interest for LOC systems include fluid-structure and
fluid-thermal interaction combining fluid mechanics with structural mechanics and heat
transfer, respectively [56].

However, our perturbative system differs from most of the predefined applications in
two ways. First of all our first-order fields must not be dependent on the second-order
quantities as the perturbation approach implies a one-way coupling from first to second
order. The other point is that we are aiming to couple an eigenvalue problem to a time-
independent problem. These aspects entails the use of two different solvers in a consecutive
manner.

In Comsol this is not a standard configuration, but it can be implemented with some
manually performed scripting. A number of different methods have been implemented and
tested with varying success, where the following solver script has been found to be the
best method. The method is of course not restricted to acoustofluidics but is a general
method, which can be used for any system with a one-way coupling from an eigenvalue
problem to a time-independent problem.

1 % Solve eigenvalue problem
2 fem.sol= femeig (fem , ...
3 ’solcomp ’,{’p’}, ...
4 ’outcomp ’,{’p’}, ...
5 ’neigs ’,neig , ...
6 ’shift ’ ,2*pi* fstart );
7 fem1=fem;
8

9 for solcount =1: length (fem1.sol. lambda )
10 % Compute initial value
11 sol1 = asseminit (fem1 ,’init ’,fem1 ,’solnum ’,solcount );
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12 % Solve time - independent problem
13 fem.sol= femstatic (fem , ...
14 ’init ’,sol1 , ...
15 ’u’,sol1 , ...
16 ’solcomp ’,{’v2’,’u2’,’p2’}, ...
17 ’outcomp ’,{’p’,’v2’,’u2’,’p2’});
18 % Save solution in dummy
19 uDummy (:, solcount )=fem.sol.u;
20 end
21 % Combine solutions and eigenvalues
22 fem.sol= femsol (uDummy ,’lambda ’,fem1.sol. lambda );
23 clear uDummy ; clear fem1;

Here we see a practical implementation of the solver properties ’u’, ’init’, ’solcomp’
and ’outcomp’ described in Sec. 6.4. The function asseminit creates a new solution object
sol1, which can be used for passing initial values and variables to the femstatic solver.
The property ’solnum’ allows us to take out the solutions from the eigenvalue solver one
at a time, which is necessary as the stationary solver can only solve for one input. This
further implies that the second solver must be called for each eigenmode, here implemented
by a Matlab for loop.

Unfortunately the eigenvalues are not transferred automatically. This can be rectified
by creation of the temporary variable uDummy, which is combined with the eigenvalues to
form the final solution object fem.sol by the function femsol. Hereby fem.sol contains
the complete sets of solutions ’p’, ’p2’, ’u2’, ’v2’, and ’lambda’ with the number of sets
defined by neig.

6.6 Minor technical pitfalls

During the implementation of various scripts a number of problems were encountered.
Fortunately many of these give rise to either warnings, fatal errors or results appearing
evidently wrong, whereby the flaws can be detected and solved. However, a few pitfalls not
accompanied by any warnings or other immediate signs were found. These are primarily
connected to the handling of differentiation and complex numbers.

First of all it is only possible to compute derivatives of the dependent variables up
to second order. If derivatives higher than this are attempted Comsol simply puts the
derivative equal to zero in the entire domain, which for instance results in a null value for
the Laplacian of the acoustic velocity based on a pressure eigenvalue solution as is realized
from Eqs. (2.29) and (2.31). The deficiency can be resolved by setting up an intermediate
weak form equation system with the second derivative as output. This new variable can be
differentiated once or twice to give the third and fourth derivative of the original variable.
Although stable the method is computationally heavy and should if possible be substituted
by a proper preparatory analytical work. An example of such an implementation can be
found in App. I.

The second issue concerns the differentiation of complex expressions and variables.
Although mathematically speaking it should not matter if differentiation is done before or
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after taking the real part, imaginary part or complex conjugate of an expression the order is
important in Comsol. When differentiating complex expressions one must always perform
the differentiation before conjugating or taking real or imaginary part. This implies that
’conj(diff(p,x))’ is correct, whereas ’diff(conj(p),x)’ results in a null output. The
syntax applies to both dependent variables and regular expressions such as ’sin(x)’.

Although not directly being an error, a final detail to be aware of is the behavior of
solutions near sharp geometric transitions such as a convex corner. For a Helmholtz equa-
tion solved with Neumann conditions in such a geometry, one can experience numerical
difficulties if the derivatives of the solution are to be computed, as well as any system with
slip conditions experience difficulties these places. This can partly be remedied by a corner
smoothing method, which is a built-in feature in the Comsol Navier–Stokes application
mode [56]. As we will not employ this in the following the eager reader is referred to
App. E and J for more details.

With the information in the previous sections we are now ready to treat the setup of
the acoustofluidic equations in the next chapter.
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Chapter 7

Streaming results in microsystems

In the following we will combine the theoretical work from the previous chapters with
numerical implementations in Comsol with the aim of simulating acoustic streaming in
resonant microsystems. As a reference for validation or dismissal of the simulations we
will use the work reported by Hagsäter et al. [1].

For the type of shallow resonating systems presented in Chap. 1, it has by Jensen [32]
been shown that 2d models are very well suited for describing the acoustic eigenmodes as
long as the wavelength is more than twice the height of the resonating chamber in which
case dynamics in this dimension is highly suppressed. The modes we will consider in the
following comply with this demand, and thus we shall restrict ourselves to two dimensions.

We begin by implementation of the first- and second-order equations for the streaming
based on viscous bulk dynamics before we continue to a treatment of the boundary layer
theory and end up with a short section on considerations for other loss mechanisms.

7.1 Implementation of first-order system
When setting up a model for the microsystems we must consider how much of the device
and environment to include, which is a compromise between the exactness and computa-
tional needs. As the systems of our interest are water filled reservoirs in an acoustically
hard silicon environment surrounded by air we can from the material parameters found in
Table. 3.1 observe a significant mismatch in the characteristic impedance between water
and silicon and silicon and air. Due to this mismatch we can approximate the silicon
device with infinitely hard resonator wall without unacceptable deviations in the eigen-
modes from a model including the silicon [32], and this simplified geometry will serve as
our primary model in the following.

7.1.1 Actuation by accelerating walls

We know that the viscous system cannot be solved as an eigenvalue problem and we thus
have to find a method for exciting the eigenmodes. Due to the two-dimensional restriction
we cannot as such model a base mounted actuator and therefore we have to come up with
a way to imitate an actuation mechanism and determine the excitation frequency.
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One obvious approach is to take the non-driven inviscid eigenmodes as a starting
point. Since the viscous damping coefficient is very low, the resonance frequency for the
damped and undamped systems will essentially be the same as noticed in Sec. 3.1.3, and
we can therefore use the inviscid eigenfrequency as our excitation frequency. To actuate
the system we can choose to give the surrounding walls a normal acceleration as done
in our 1d examples in Chap. 3. However, we do not know how the acceleration is to be
geometrically distributed along the boundaries and if it must be individually specified for
each eigenmode, which could be an issue for a damped system.

Again we can take advantage of the inviscid eigenmodes. When finding the these we
assume the walls to be impermeable and acoustically and mechanically stiff. However,
if we assume that the walls in our 2d model are no longer completely mechanically stiff
although still acoustically hard, we could imagine their shape would be affected by the
pressure found by the eigensolution as illustrated in Fig. 7.1 with a flexible membrane
mounted on springs.

Using this model it is now reasonable to assume that we can drive a given damped
resonance by forcing a normal acceleration on the walls with the same shape as the pressure
distribution found from the undamped eigenmode. Initially we can test the model by
solving two coupled inviscid Helmholtz equations with a solver implementation similar to
the one presented in Sec. 6.5. If we denote the pressure from the two systems p(1)

10 and
p

(2)
10 , respectively, the two boundary conditions are

n · (− 1
ρ0
∇p(1)

10 ) = 0, ∀(x, y) ∈ ∂Ω (7.1a)

n · (− 1
ρ0
∇p(2)

10 ) = Cp(1)
10 , ∀(x, y) ∈ ∂Ω, (7.1b)

where C is an arbitrary amplitude scaling factor. An example of a simulation is given in
Fig. 7.2 showing normalized plots, i.e. amplitudes of the order of unity, for p(1)

10 and p(2)
10

as well as the difference between these. The difference is on the order of 10−11, which
is very satisfactory for a numerical simulation considered the actuated system is only re-
stricted from divergence due to the numerical resolution. Alternative spatial distributions
of the acceleration along the boundaries have also been tested to be able to recreate the
eigenmode, but the reported method has been found to be slightly more accurate.

7.1.2 Actuation of viscous system

With this we can now apply the same approach for actuating a viscous system. As the
viscous system is not to be solved as an eigenvalue problem, it can be represented in-6

x

y

p1(x, y, t)

Figure 7.1: Schematic illustration of the shape of a flexible wall impacted by standing waves.



7.1. IMPLEMENTATION OF FIRST-ORDER SYSTEM 65

a) b) c)

Figure 7.2: Normalized solution of the inviscid Helmholtz equation solved with Comsol in an
arbitrary geometry as a) eigenvalue problems in p(1)

10 with hard walls and b) stationary problem
in p(2)

10 with normal acceleration coupled from the eigenvalue solution. c) shows the difference
between the two normalized pressure plots, which is on the order of 10−11. The simulations use
second-order Lagrange elements with a maximum mesh size of ∼ 15× 10−3λ and the red areas are
maxima and blue minima.

several ways using either the coupled continuity and Navier–Stokes equations Eqs. (2.13)
and (2.12) or the lossy Helmholtz equation with or without series expansion as given
in Eqs. (2.52) and (2.56). One might argue that the Navier–Stokes equation should be
the implementation of choice, since this does not restrict v1 to a gradient as is the case
when using the Helmholtz equation in ρ1 followed by a calculation of v1 from Eq. (2.76).
However, due to the low viscous damping the latter approach is justified by Sec. 2.4.

In contrast to the boundary condition in Eq. (7.1b) a viscous Helmholtz equation must
now employ Eq. (2.76) as an acceleration condition. Assuming a normal wall velocity vw
we thereby get the viscous equivalent condition to Eq. (7.1b)

n ·∇p1 = i ρ0ω
(1− iγ)

vw, ∀(x, y) ∈ ∂Ω, (7.2)

where vw for a system driven by an inviscid solution could be vw = Cp10 in analogy to
Eq. (7.1b). Models coupling a numerically determined boundary velocity to the continuity
and Navier–Stokes equations as well as to the lossy Helmholtz equation in various geome-
tries have been implemented and tested. In the following, however, a simpler approach
based on the analytical solution for a square found in Sec. 3.1.4 will be presented, since
this enables us to compare numerical and analytical results.

The lossy Helmholtz equation is implemented in the exact same way as the inviscid
example in Chap. 6 with the exception that it is solved as an actuated stationary problem
with the boundary condition given in Eq. (7.2) and the inviscid wave number k0 in the
Helmholtz equation is replaced by the corresponding viscous wave number

k = k0√
1− iγ

. (7.3)

The implemented script can be found in App. K.
It is obvious that we due to the viscous damping term need to resolve two different

orders of magnitude simultaneously, which can be a problem for a numerical solution.
As seen from Fig. 7.3 this is manifested as a solution where the numerically computed
viscous contribution differs significantly from the analytical result. The simulation has
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Figure 7.3: Comparison of numerically and analytically solved lossy Helmholtz equation in a
water filled square of side length 2L = 2 mm actuated at ω ≈ 1.3 × 107 s−1 with a damping
coefficient of γ ≈ 1.7 × 10−5. The upper row shows the numerically computed fields a) Re {ρ1},
b) Im {ρ1} and c) Re {v1x}. The lower row d)-f) shows the corresponding analytically determined
fields. It is obvious from b) and e) and c) and f) that the numerical simulation cannot resolve the
two orders of magnitude simultaneously. The simulation use second-order Lagrange elements with
a maximum mesh size of ∼ 5× 10−2λ.

been performed with second-order Lagrange elements with a maximum element size of ’
hmax’∼ 5×10−2λ in the standard 2×2 mm2 water-filled chamber at an angular frequency
of ω ≈ 1.3× 107 s−1 corresponding to a damping coefficient of γ ≈ 1.7 × 10−5.

By increasing the viscosity with all other parameters kept constant the numerical
and analytical solutions do converge after a few orders of magnitude increase, but for
realistic damping coefficients the method is not suitable. The same conclusion holds
for implementations of the continuity and Navier–Stokes equations, which furthermore
have the disadvantage of boundary conditions directly in n · v1 calling for the use of
corner smoothing methods in complex geometries. Furthermore, since we must resolve
two different orders of magnitude simultaneously the method is also highly sensitive to
the numerical conditions in terms of amongst other things mesh size.

7.1.3 Double perturbation method

Since no numerically stable solution was found in the previous section, we now investigate
another approach, namely the double perturbation scheme introduced in Sec. 2.4, where
we know the source terms ρ10 and v10 from the inviscid Helmholtz equation. As the
resonance boundary conditions being a Neumann condition in ρ10, which is equivalent to
a no-stress condition in velocity, are fulfilled with the inviscid solution, the only boundary
condition suitable for the viscous part v11 is a Dirichlet condition in n · v11 in order not
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-1 10 x

-
ṽ10

Figure 7.4: 1d normalized system with inviscid resonance ṽ10 between two acoustically hard walls.

to alter the value of v1 in the normal direction on the boundary. If the system is assumed
not to be actuated, the Dirichlet condition would be trivial in both v10 and v11, whereas
an actuated system can have inhomogeneous Dirichlet conditions in v11.

7.1.4 Double perturbation at resonance

For a full numerical implementation using the inviscid Helmholtz equation as a basis for
driving the full system, a possible solution scheme could be implemented as the follows,

• Find ρ10 and v10 from the inviscid Helmholtz equation in ρ10.

• Compute ρ11 and v11 from Eqs. (2.65) and (2.66) with a normal Dirichlet condition.

• Compute ρ1 and v1 from Eqs. (2.60b) and (2.60c).

In such an implementation with acoustically hard resonator boundaries it is obvious that
the boundary conditions entail zero normal velocity in n·v10. To examine the consequences
of this we consider Eq. (2.74), which for simplicity is given in one dimension,

∂2
xv11 = −k2

0v11 − iγk2
0v10. (7.4)

Now, let us consider a normalized 1d system with hard walls as sketched in Fig. 7.4, where
the inviscid resonance ṽ10 = U sin πx has been established.

Given Eq. (7.4) is a linear ordinary differential equation (ODE), the solution can be
composed by a homogeneous and inhomogeneous solution found to be the following for
the chosen inviscid resonance at k0 = π

ṽ11 = K1 cosπx+K2 sin πx+ i1
2
γU

(
πx cosπx− 1

2
sin πx

)
, (7.5)

where K1 and K2 are unknown constants. If we initially assume the system not to be
actuated, we must apply trivial Dirichlet conditions at x = ±1 with the result

i1
2
πγU −K1 = −i1

2
πγU −K1. (7.6)

This leads to the, at first sight, peculiar demand

γU = 0 (7.7)
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stating that it is not possible to sustain a viscous system without any actuation. If we
apply the previously used actuation with antisymmetric walls ṽ11(±1) = ±ω`, we find
that the homogeneous solution of Eq. (7.5) cannot satisfy the condition as the cosine term
is symmetric and the sine terms is zero at the boundaries. Thus the boundary conditions
must be satisfied by the inhomogeneous part of the solution. It is readily found that

K1 = 0, (7.8)

which leads to the total solution for ṽ1 = ṽ10 + ṽ11

ṽ1 = U sin πx+ i1
2
πγUx cosπx+

(
−i1

4
γU +K2

)
sin πx. (7.9)

Although to fit this with the boundary conditions ṽ1(±1) = ±ω` allows only for a certain
value of U , we still do not have any restriction on K2 making the solution inconsistent with
the one found analytically in Eq. (3.14a). This is a noteworthy example of a problem, which
can be solved directly by analytical means but fails when perturbed, in contrast to most
problems, where perturbation is applied to aid the solution process. It can, however, be
shown that the series expanded velocity Eq. (3.15) at resonance fulfills Eq. (7.4) although
it is not possible to compute the solution directly from Eq. (7.4).

7.1.5 Double perturbation off resonance

Let us now reverse the situation and let the inviscid velocity v10 be actuated off resonance,
which is possible without divergence. With the anti-symmetric solution found in Eq. (3.5)
the general solution to Eq. (7.4) in a system with actuators at x = ±L becomes

ṽ11 =
(
K1 + i1

2
k0Uγx

1
sin k0L

)
cos k0x+

(
K2 − i1

4
Uγ

1
sin k0L

)
sin k0x. (7.10)

It is now clear, that a trivial Dirichlet condition on ṽ11 will couple ṽ11 uniquely to ṽ10 as
neither the sine nor cosine are zero at the boundaries.

To implement this in Comsol we can use either the representation given in Eq. (2.74)
or the Navier–Stokes and continuity equations directly from Eqs. (2.65) and (2.66). Both
have been tested with the same result, but the latter method has the advantage of simul-
taneously solving for both velocity and pressure distribution. In this case we rewrite the
time derivative using the e−iωt convention to find

−iωρ11 = −ρ0∇ · v11 (7.11)
−iωρ0v11 = −c2a∇ρ11 + η∇2v10 + βη∇(∇ · v10). (7.12)

A 2d implementation in general form is straightforward with the continuity equation as

Γcont = 0 (7.13a)
fcont = iωρ11 − ρ0(∂xv11x + ∂yv11y). (7.13b)
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Figure 7.5: 1d solution of double perturbed first-order off-resonance system solved in Comsol
with analytical input. The viscous damping coefficient is γ ∼ 10−5, frequency fits k0L = 9

4π
and the system is actuated by anti-symmetric moving walls at x = ±L. a) The inviscid input
function ṽ10 given in Eq. (3.5) leading to b) the numerically solved viscous part ṽ11. In c) is shown
the difference between ṽ11 solved numerically and calculated from an analytical series solution
Eq. (3.14a). A total of 500 mesh elements have been used.

Similarly we can implement the Navier–Stokes equation in a very simple formulation, since
it does not contain any derivatives of v11

ΓNS,x =
[
c2aρ11

0

]
, fNS,x = iωρ0v11x + F11x (7.14a)

ΓNS,y =
[

0
c2aρ11

]
, fNS,y= iωρ0v11y + F11y, (7.14b)

where the components of F11 can be deduced from Eq. (2.67). The boundary conditions
for v11x are homogeneous Dirichlet conditions whereas ρ11 is not restricted.

Although 2d simulations have been made, we are not interested in off-resonance modes.
Thus, in the following we only present a 1d example for a visualization of the method,
as 1d results are easier to interpret and allows for a more refined mesh. In Fig. 7.5 a
simulation of the 1d equivalent to Eqs. (7.13) and Eqs. (7.14) is shown for a system of
length 2L = 2 mm with a wave number arbitrarily chosen off resonance to k0L = 9

4π.
Using the properties of water, this corresponds to a damping coefficient of γ ∼ 10−5.

As can be seen from the error plot showing the difference between the numerical solu-
tion of ṽ11 and the corresponding imaginary part of the series expanded analytical solution
Eq. (3.14a) the method is numerically very precise for small values of γ. Hereby we can
conclude that the double perturbation scheme is well suited for determination of viscous
fields in off-resonance systems and could be envisioned as a numerically stable method for
e.g. viscous transmission calculations in low-damped systems. The implemented script is
given in App. L.

Other approaches to solve the viscous resonant first-order problem have been investi-
gated. These include manually added complex displacements to the inviscid fields, double
perturbation with actuated inviscid fields as well as models for the double perturbation
scheme with extended geometries. However, none of these have shown satisfactory general
results and therefore we will not spend further time on the details.
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7.2 Implementation of viscous second-order system

Since the previous sections have shown us that it has not been possible to develop a reliable
model for computation of the viscous first-order fields, we cannot use these numerical
results as source terms for the second-order effects based on bulk dynamics. This is
of course a drawback in the process of developing a tool for analysis of these effects
in arbitrarily shaped microsystems, which can only be efficiently executed by numerical
computations.

However, for a conceptual treatment of the streaming equations derived in Chap. 5
it is sufficient with a single input eigenmode. Thus we can employ the analytical solu-
tion derived in Sec. 3.1.4 as source term to model the behavior in a shallow rectangular
chamber. As this partly resembles the eigenmode in Fig. 1.2 we still have an approximate
experimental reference for comparison. Furthermore, the numerical errors will be reduced
when basing the source terms on analytical expressions.

7.2.1 Converting expressions to Comsol compatible format

Before considering how to represent the equations we must make sure that our syntax
complies with Comsol. This becomes important when treating the source terms, where
we from Chap. 5 have found these to consist of combinations of products of complex
and differential operators. Due to Comsol’s inexpedient complex differentiation syntax
we must therefore expand all differentiation terms to products of derivatives rather than
derivatives of products, as we in the former case can exploit ∂iRe {f} = Re {∂if}.

For both Eqs. (5.14), (5.33) and (5.39) the body forces must be split into x− and
y−components which are expanded individually. As an example we can from Eq. (5.33)
expand the term

∇2 (Re {ρ̃1}∇Im {ρ̃1}) . (7.15)

Use the following identity to expand Eq. (7.15)

∇2(f∇g) = f∇2∇g + (∇g)∇2f + 2(∇f) · (∇(∇g)). (7.16)

Taking only the x-component, this can now be written as

∇2(f∂xg) = f(∂3
xg + ∂2

y∂xg) + ∂xg(∂
2
xf + ∂2

yf) + 2(∂xf∂
2
xg + ∂yf∂y∂xg), (7.17)

where a similar result of course holds for the y-component as well as analogous calculations
can be done for the remaining body force terms in Eqs. (5.14), (5.33) and (5.39). With
this formulation it is now easy to differentiate before taking real and imaginary parts,
respectively. We also notice that with every terms expressed by products of ρ1, we get up
to third derivatives in ρ1. With reference to Sec. 6.6 this poses a problem for numerically
determined first-order fields, but for the analytical input the intermediate weak form step
can be omitted for calculations of the derivatives.
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7.2.2 Implementing full system

In Chap. 5 it was hinted that a direct implementation of Eqs. (2.86) and (2.97) can lead
to numerical difficulties for low-damped standing waves. Despite of this we choose to
implement the system to test this hypothesis, and furthermore the implementation will
still be suitable for systems, where the structure of the first-order fields is different.

With the general form the equations can be constructed in Comsol in various ways,
but in the following only one of the implemented versions will be presented. In the direct
implementation we solve for three dependent variables, namely 〈v2x〉,

〈
v2y

〉
, and 〈p2〉 being

the two cartesian components of the streaming velocity and the second-order pressure,
respectively. The continuity equation Eq. (2.86) is in general form implemented as

Γcont =
[
0
0

]
(7.18a)

fcont = ∂x 〈v2x〉+ ∂y
〈
v2y

〉
+ 1

2ρ0
Re
{
ρ̃1 (∂xṽ1x)

∗ + ṽ∗1x∂xρ̃1 + ρ̃1
(
∂yṽ1y

)∗
+ ṽ∗1y∂yρ̃1

}
,

(7.18b)

where we have expanded the term ∇ · 〈ρ1v1〉 to a notation compatible with Comsol. The
Navier–Stokes equation must be split into cartesian coordinates and constitutes together
with the continuity equation three coupled systems to be solved for. The implementation is
in part analogous to the one found in [32] and is done by including all dependent variables
in the flux vectors leaving only the body force components on the right-hand side,

ΓNS,x =
[
−〈p2〉+ η(1 + β)∂x 〈v2x〉
η∂y 〈v2x〉+ βη∂xv2y

]
, fNS,x = 〈Fx〉 (7.19a)

ΓNS,y =

 η∂x 〈v2y〉+ βη∂y 〈v2x〉
− 〈p2〉+ η(1 + β)∂y

〈
v2y

〉 , fNS,y =
〈
Fy

〉
. (7.19b)

The body force terms are of course expanded to a suitable representation in the same
manner as in the continuity equation. The Dirichlet boundary condition on 〈J2〉 is imple-
mented on all boundaries in accordance to Eq. (6.2b),

R〈p2〉 = 0 (7.20a)
R〈v2x〉 = ρ0 〈v2x〉+ 〈ρ1v1x〉 (7.20b)

R〈v2y〉 = ρ0
〈
v2y

〉
+
〈
ρ1v1y

〉
, (7.20c)

where we notice that 〈p2〉 is not restricted. As we do not use a numerically computed
eigenmode for the source terms, the first-order fields are simple given as expressions using
fem.globalexpr. The full implementation can be found in App. M.

When solving the full system without decomposition, we get the velocity results shown
in Fig. 7.6, whereof it is clear that the streaming velocity is completely blurred by numerical
noise, which renders the vector plot of the velocity field useless.
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Figure 7.6: Numerical result of simulation of streaming velocity solved by equation system without
decomposition, showing a) surface plot of 〈v2x〉, b) vector streaming field and c) surface plot of〈
v2y

〉
, respectively. The magnitude of the velocity is 10−5 m s−1 for a first-order pressure of

|p1| ≈ 105 Pa driven at ω ≈ 1.4× 107 s−1 giving γ ≈ 1.7 × 10−5 for water in a chamber with side
length 2L = 2 mm. The results are completely dominated by numerical noise.

The simulations have been performed with the standard material parameters for water
in a chamber with side length 2L = 2× 10−3 m. For a first-order solution with λ = 2/3L
this implies ω = 1.4 × 107 s−1 and γ = 1.7 × 10−5. A maximum mesh element size of
35 µm corresponding to a resolution of approximately twenty mesh points per wavelength
have been used, which is sufficient to resolve a proper conditioned system. Thus we can
conclude that the dominating scalar potential in the body force precludes the computation
of the streaming velocity.

On the contrary we should not expect any problems in calculating the second-order
pressure. This is shown in Fig. 7.7 where both the numerically and analytically computed
results is seen. The analytical solution does not take the contribution from the Laplacian
of the streaming velocity into account, but since 〈p2〉 is dominated by the 〈ΦF 〉 this is of
no importance. As expected we are forced to use the decomposed equations in order to
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Figure 7.7: a) Numerical computation of 〈p2〉, b) Re {p̃1}, and c) Analytical calculation of 〈p2〉.
Numerical and analytical calculations agree with each other as the damping is low. The amplitudes
are |p1| ≈ 105 Pa and | 〈p2〉 | ≈ 1 with the same settings as in Fig. 7.6. Red areas are local maxima
an blue are minima.
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resolve the streaming velocity.

7.2.3 Implementation of decomposed systems

The decomposed systems both with and without explicit inclusion of 〈v2inc〉 are imple-
mented in a similar way as the full system. The incompressible continuity equation is
implemented as

Γcont,inc = 0 (7.21a)

fcont,inc = ∂x 〈v2incx〉+ ∂y
〈
v2incy

〉
, (7.21b)

whereas the decomposed Navier–Stokes equation Eq. (5.33) is implemented as

ΓNSinc,x =
[
−
〈
p2repi

〉
+ η∂x 〈v2incx〉

η∂y 〈v2incx〉

]
, fNSinc,x = −BFx (7.22a)

ΓNSinc,y =

 η∂x

〈
v2incy

〉
−
〈
p2repi

〉
+ η∂y

〈
v2incy

〉 , fNSinc,y = −BFy. (7.22b)

Here BF has been introduced as shorthand notation for the body force density terms in
Eq. (5.33). The boundary conditions being no-slip in 〈v2inc〉 are implemented in analogy
to Eqs. (7.20), and the full implementation is found in App. N

For the decomposed system given by Eqs. (2.86) and (5.39), the implementation is
identical to the full system Eqs. (7.18) and (7.19) with the exception that we solve for〈
p2rep

〉
rather than 〈p2〉 and the body force has been altered is to the one found in

Eq. (5.39). Thus, we shall not repeat the implementation here but refer to the source code
given in App. O.

7.2.4 Comparison of numerical stability

In order to be able to compare the three implemented systems we must artificially increase
the viscosity a certain amount as Sec. 7.2.2 has shown that comparisons to the full equa-
tion system will otherwise be impossible. Thus, we increase the viscosity three orders of
magnitude leading to a attenuation coefficient of γ = 1.7×10−2, when all other parameters
are kept the same as in Sec. 7.2.2. This value for the damping should be resolvable by
Comsol in the implementation of the full equation system.

In Fig. 7.8 a comparison of the three implementations is given by a surface plot showing
〈v2x〉 computed for 〈v2〉 with and without decomposition, respectively. Between the surface
plots is an interpolated cross sectional plot shown for all three implementations. It is clear
that the two methods of decomposing the Navier–Stokes equation are equally efficient
for reducing the level of numerical noise, whereas the directly implemented method still
has a considerable amount of noise even for this fairly high value of γ ∼ 10−2. However,
decreasing the damping to a realistic level does not affect the resolution of the decomposed
systems, whereas the direct implementation fails as shown previously.
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Figure 7.8: Surface plot of 〈v2x〉 for γ = 1.7 × 10−2 for a) decomposed system Eq. (5.39) and c)
full system Eq. (5.14). As illustrated by b) the cross sectional plot along the dotted lines, the full
system represented by the red fluctuating line converges towards the decomposed solutions plotted
as the identical blue and green lines. All parameters except γ are as used in previous examples for
a first-order pressure of |p1| ∼ 105 Pa.

We can get an estimate of the necessary attenuation coefficient for a reliable result of
the direct method by a convergence test comparing the direct method with the decomposed
system. Such a test is shown in Fig. 7.9 with the measure of convergence being the total
mean of the relative deviation between full and decomposed velocity in each interpolated
grid point

∆c ≡ mean
(
|gdecomp − gfull|
|gdecomp|

)
, (7.23)

where Fig. 7.9 uses g = 〈v2x〉. It can be seen that convergence is not achieved until
γ ∼ 10−1.

We have hereby shown that the decomposition method is valuable for enhancing the
numerical stability when the body force is dominated by a scalar potential. This solution
scheme is of course not restricted to this particular problem of viscous plane waves but
applies to any problem with the same structure.

7.2.5 Evaluation of streaming results

Although the decomposition has proved to be numerically efficient this is not tantamount
to a physically correct model. We now return to the appropriate value for the viscosity of
water and evaluate the results obtained by the decomposed systems, where we shall not
distinguish between the two decomposed models as no significant difference between their
results have been found. In Fig. 7.10 is shown three velocity fields, namely 〈v2〉 and the
compressible and incompressible components of this.

The amplitudes of both compressible and incompressible components are on the same
order of magnitude, and thus none of the two dominates the streaming. In this simulation
a source pressure of |p1| ≈ 105 Pa has been used, giving rise to a streaming velocity of
| 〈v2〉 | ≈ 5 × 10−11 m s−1. Given γ = 1.7 × 10−2 this is in perfect agreement with the
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Figure 7.9: Convergence of the direct implementation of the full system in relation to the decom-
posed system based on Eq. (5.39). ∆c is computed for g = 〈v2x〉. Notice the excessive noise for
low-damped water like systems and convergence for γ ∼ 10−1.

estimate found in Eq. (5.34). Other values of viscosity and amplitude of first-order fields
have been tested all complying with Eq. (5.34), and we can conclude that in this system
both the compressible and incompressible component scale with viscosity and the square
of the first-order pressure.

At first sight this scaling can seem contradictory to the results found in Eqs. (5.9)
and (5.49), which were both independent of viscosity. However, the scaling can be traced
back to the underlying expression for the first-order fields Eqs. (3.15) and (3.16), where
the amplitude of one of the two harmonic terms in pressure and velocity, respectively,
depends on γ. Thus, the three estimates Eqs. (5.9), (5.49) and (5.34) are consistent as
the appearance of γ is explicitly coupled to the first-order phase and amplitude, why 〈v2〉
conceptually only depends on these two quantities.

If we consider the spatial appearance of the three vector fields we obviously find that
although the first-order pressure eigenmode with reasonable approximation resembles the
measurements shown in Fig. 1.2 the streaming does not at all correspond to the experimen-
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Figure 7.10: Vector representation of the streaming velocity components with vector lengths
proportional to velocity, a) 〈v2inc〉, b) 〈v2〉 − 〈v2inc〉 = −ρ−1

0 〈ρ1v1〉, and c) 〈v2〉. Results do not
resemble experiments and due to mass flux condition velocity seems to penetrate the walls.
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Figure 7.11: Divergence: a)∇·〈v2inc〉, b) −∇·ρ−1
0 〈ρ1v1〉, c)∇·〈v2〉, and vorticity: d)∇×〈v2inc〉,

e) −∇× ρ−1
0 〈ρ1v1〉, f) ∇× 〈v2〉. The incompressible component is of course solenoidal and only

displays numerical noise, whereas none are irrotational. The magnitude of the divergence for
compressible components is approx. 10−7 s−1 and vorticity approx. 10−7 − 10−6 s−1 with the
vorticity of the incompressible component being about twice the magnitude of the compressible
for |p1| ∼ 105 Pa. Individual color scales are used for each plot with red as local maxima and blue
as minima.

tal observations. As an alternative visualization we can plot the divergence and vorticity
rather than the vector fields, where the time averaged vorticity is defined as

〈ω2〉 ≡∇× 〈v2〉 . (7.24)

Hereby we get the results given in Fig. 7.11, where the incompressible component nat-
urally is solenoidal except for a minor amount of numerical noise. In contrast to this
both the compressible and incompressible component contributes to the vorticity with
the magnitude of the incompressible velocity being approximately twice the compress-
ible component. The contribution of 〈ω2inc〉 is most distinct at the boundaries as seen
from Fig. 7.11 f) induced by the no-flux condition. Although we do observe vortices, the
strength of these do not dominate the flow and due to the divergence being of the same
order of magnitude we get a significant outwards velocity at the boundaries, although the
mass flux is zero.

We could assert that the reason for the streaming simulations not being in satisfactory
agreement with measurements is due to the choice of a first-order field with a high degree
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of symmetry. However, as long as the domain is assumed to be surrounded by acoustically
impermeable walls any breaking of the symmetry is not suspected to heavily alter neither
the mathematical structure of the body force density nor the amplitude estimate given in
Eq. (5.34).

In [1] the measured streaming velocity is on the order of |〈v2〉| ∼ 10−5 m s−1. If we
insert this in Eq. (5.34) the estimated sound pressure necessary to establish this streaming
velocity in such a microsystem is found to be |p1| ∼ 5 × 107 Pa. Such a pressure is not
realistic, and combining this with the fact that the computed pattern did not resemble
measurements, we can deduce that the utilized model is not sufficient to describe the
acoustic streaming and the magnitude of the velocity is so small that bulk viscous damping
can be neglected in streaming calculations for standing waves. Therefore we now turn to
the boundary layer theory.

7.3 Streaming from boundary layer theory

So far we have only considered 2d models with boundary conditions surrounding a resonat-
ing chamber, which is sufficient for determination of the resonance modes. However, when
it comes to the boundary layer theory the two far largest surfaces on which a boundary
layer builds up are the top and bottom of the chamber, that has not taken into account
previously.

In the following we outline a solution scheme for solving the full 3d problem and present
a classical 2d solution subsequently extended to a square geometry.

7.3.1 General solution for first-order fields

Since the purpose of the first-order boundary layer is to adjust the simple inviscid slip
condition to the physically correct no-slip condition we can readily define the boundary
conditions for v1b, if we for simplify adopt the geometry used in Sec. 5.3.1

v1b(x, y, z = 0) = 0 (7.25a)
v1b(x, y, z =∞) = v10, (7.25b)

where v10 is the inviscid bulk velocity. Although the outer condition is formally stated at
infinity, a reasonable value for practical calculations can be approximated by a few times
the momentum diffusion length.

A harmonically oscillating first-order velocity field along the boundary in the xy-plane
can be formally expressed as

v10(x, y) = ṽ10xe
−iωtx̂ + ṽ10ye

−iωtŷ, (7.26)

where ṽ10x and ṽ10y are arbitrary functions of x and y. Based on this, we can construct
a general set of solutions to the boundary layer equations given in Eqs. (5.45) and the
incompressible continuity equation ∇ · v1b = 0. The solutions parallel to the surface are
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found as a generalization of the example by LL [39] to be exponentially approaching the
inviscid bulk velocity as follows,

v1bx = ṽ10x
(
1− e−κz) e−iωt (7.27a)

v1by = ṽ10y
(
1− e−κz) e−iωt (7.27b)

where we have introduced the boundary decay number κ [39],

κ ≡ 1− i
δν

=
√
−iω
ν
. (7.28)

It should be noticed that we do not consider the z-component as we are only interested
in the solutions parallel to the boundary. Since Eqs. (7.27) are general results for any
harmonic field we do not need to compute v1b numerically from Eqs. (5.45), but can use
Eqs. (7.27) directly, provided v10 is known.

7.3.2 Solution scheme for numerical implementation

The second-order boundary layer equations from Eqs. (5.46) are not as simple as the
corresponding first-order equations and might call for a numerical solution in the general
case. In the following we will therefore outline a proposed solution scheme for solving the
boundary layer induced streaming problem in an arbitrary, shallow microfluidic system.

The first step is to solve the Helmholtz equation in p10, which, as previously, can be
done in 2d, since we assume no dynamics perpendicular to the chamber top and bottom.
This gives us the inviscid first-order bulk velocity v10.

Now we must solve for the boundary layer velocity, which calls for a 3d model. How-
ever, with the boundary layer length scale being much smaller than the general chamber
geometry we must restrict ourselves to a pseudo 3d shell model as illustrated in Fig. 7.12.
Letting the shell thickness w be a few times the momentum diffusion length δν gives us
a decent approximation to an infinite distance from the chamber walls. Furthermore, the
2d bulk velocity allows us to restrict the simulations to half the chamber height due to
symmetry.

w

x

y

z

Figure 7.12: Conceptual sketch of a thin computational shell domain of thickness w ∼ δν inside
a larger microfluidic chamber. The shell can be meshed and used to solve for the second-order
boundary layer velocity 〈v2b〉 with the application of a Dirichlet condition on the outer surfaces
and a Neumann on the inner.
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The first-order boundary layer velocity v1b is constructed manually from Eqs. (7.27)
and used as source term for the second-order terms 〈v2b〉 in Eqs. (5.46). In contrast to
the first-order terms we have no knowledge of the value of 〈v2b〉 in the bulk, whereas the
no-slip condition is still governing at the wall. However, we do know that the streaming
velocity must be finite, and thereby we can define the boundary conditions at the inner
(0) and outer (∞) edge of the shell as

〈v2b〉 (0) = 0 (7.29)
n ·∇ 〈v2b〉 (∞) = 0. (7.30)

The last step is now to create a full 3d model and pass the boundary layer velocity
〈v2b〉 (∞) as a slip velocity condition for a stationary, incompressible Navier–Stokes and
continuity equation from which we can solve for the entire streaming field in the bulk. As
the slip velocity boundary conditions give no conditions on the pressure in the Navier–
Stokes equation, the numerical stability of the last step can be improved by adding an
arbitrary point constraint to the pressure.

7.3.3 A classic streaming solution for infinite plates

Although the aforementioned solution scheme due to limited time has not yet been im-
plemented we can still obtain information on the boundary layer streaming from a classic
instructive example, where we combine analytical and numerical methods.

Let us consider two infinite parallel plates separated by a distance 2h as illustrated in
Fig. 7.13. If a standing wave with one-dimensional dynamics is given by

v10(y) = U cos(k0y)e
−iωt, (7.31)

it has by amongst others Rayleigh [7] and Landau and Lifshitz [39] been shown that the
corresponding second-order boundary layer velocity parallel to the plates at the outer part
of the boundary layer is given by

〈v2b(y)〉 = 3U2

8ca
sin(2k0y). (7.32)

Since 〈v2b(y)〉 is a second-order quantity it is obvious that we have obtained a doubling of
spatial periodicity compared to the first-order field. Furthermore, from the conservation

h

−h
0 x

y

z

Figure 7.13: Geometry consisting of two infinitely large plates separated by a distance 2h. A
standing wave given by Eq. (7.31) will give rise to time-independent boundary layer velocity com-
ponents, which can be used to solve the streaming problem between the plates.
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Figure 7.14: 2d streaming pattern between two infinite plates due to a boundary layer velocity
Eq. (7.32) on both top and bottom induced by a standing wave given by Eq. (7.31). The vector
plot shows the streaming and the surface plot is the first-order standing wave at t = 0 with local
minima at cyan and maxima at magenta. The problem is solved numerically using Comsol with
an analytical slip boundary velocity of arbitrary amplitude.

of mass we can deduce that the spatially alternating boundary layer velocity must induce
velocity components perpendicular to the plates as well.

Although the full analytical solution of the streaming velocity between the plates is
well-known [39], we will present a numerical result to illustrate the capability of Comsol
to solve streaming problems from a slip velocity.

In Fig. 7.14 we have shown a vector plot of the streaming velocity based on the slip
velocity at z = ±h given in Eq. (7.32). We observe the how 4 × 2 vortices are formed
within each wavelength of the first-order standing wave illustrated by the surface plot.
The figure shows an excerpt of a longer domain with symmetry conditions at the end and
a pressure point constraint for numerical stability. The parameters are arbitrary, although
ensuring a low Reynolds number, Re∼ 5× 10−4 and a long wavelength λ > 2h.

This example shows us that rotational streaming velocities are induced even in the
simplest possible geometry with an irrotational first-order eigenmode.

7.3.4 Streaming in a two-dimensional square

Let us now extend the simple infinite plate example to a geometry partly resembling
our 2 × 2 mm2 reference chamber. If we disregard the top and bottom plate, we can
approximate the geometry by an infinitely deep chamber with boundary streaming effects
induced exclusively by the surrounding walls parallel to the xy- and xz-planes using the
geometry definition analogous to Fig. 7.13. This allows us to conduct the analysis as a 2d
simulation.

Since the y- and z-components of v10 in resonance are zero at the xz- and xy-boundary,
respectively, we are permitted to use the same boundary conditions as used for the infinite
plates, however now with a specified boundary layer velocity in the z-direction as well.
Letting the walls be positioned at y = ±L and z = ±L our boundary conditions using the
non-actuated inviscid analogy to the resonance mode given by Eqs. (3.23) are

〈
v2by(y)

〉
= 3U2

8ca
sin 2k0y, z = ±L (7.33a)

〈v2bz(z)〉 = 3rU2

8ca
sin 2k0z, y = ±L (7.33b)

where we use k0 = 3πL−1 corresponding to three waves per chamber sidelength of 2L.
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Figure 7.15: Acoustic streaming in an infinitely deep square induced by the boundary layer
velocities Eqs. (7.33). The vector plot shows 〈v2〉 and the surface plot is p10 at t = 0 where both
plots have k0L = 3π and a) have a threefold stronger amplitude of v10 in the z-component whereas
b) have the same amplitudes in each direction but with opposite sign. Cyan are local minima and
magenta are maxima.

In Fig. 7.15 we have plotted the solution both for the previously used resonance with
amplitude factor r = 3 and for a mode with r = 1 and reversed sign on 〈v2bz〉 in order to
avoid the boundary streaming velocity to enter the corner of the square from both y- and
z direction. The streaming velocity is given as a vector plot on top of the inviscid pressure
distribution.

We can now make two significant observations. First of all we see a pattern of twelve
vortices along the edges for a first-order wavelength of one third of the chamber length.
As a pair of out- an ingoing velocity components for each half wavelength is to exist due
to conservation of mass, the twelve vortices are to be expected due to the second-order
doubling of spatial periodicity. However, if we compare to the measurement presented in
Fig. 1.2 we only find six vortices in each dimension for this wavelength leading us to the
conclusion that the observed streaming pattern cannot be ascribed to the boundary effect
along the perimeter of the chamber.

Furthermore we observe that the dynamics are confined to a region near the boundaries
in contrast to the infinite plate example with vortices extending to the center of the
geometry. This has to do with the fact that the pressure p in the incompressible flow
induced by the boundary velocity obeys a Laplace equation, ∇2p = 0. In any infinite
system where this holds in conjunction with a slip velocity harmonically varying along the
boundary it can be shown that the velocity field decays exponentially from the boundaries
at a rate of k0 [33]. Although our square system is not infinite the extent relative to the
decay length is large, and since it does no longer comply with the condition λ� 2L, the
decay is now distinct.



82 CHAPTER 7. STREAMING RESULTS IN MICROSYSTEMS

7.3.5 Streaming in a three-dimensional chamber

If we include the top- and bottom plate as outlined in Fig. 7.12, between which we still
have the condition 2h < λ, it must be expected that the dynamics of the streaming extend
to the entire chamber as was found with the infinite plates in Fig. 7.14.

However, from this example we know that the dominating vortices are oriented perpen-
dicular to the surface, which must also be expected to be true for waves with 2d dynamics
along the surface. Since our inviscid analytical first-order velocity field is irrotational, the
same can be assumed to be true for the induced second-order boundary velocity. Thus,
the only vortex components in planes parallel to the top and bottom of the chamber are
to be caused by the boundary layer velocity along the chamber perimeter, which we in
Fig. 7.15 have shown to be confined to the vicinity of the boundary. Moreover, if the
top and bottom plates would induce vortices rotating parallel to the plate, we would still
expect a doubling of the periodicity and hence get a 12× 12-pattern rather than the ob-
served 6× 6-pattern in Fig. 1.2. The dynamics could of course be investigated further by
simulations, but unfortunately time has not allowed for this.

7.4 Streaming induced by transmission loss

For the results considered so far the models have assumed perfect acoustic reflection at the
walls, which is achieved for either a perfectly hard or soft walls, where we have used the
former. However, in an experimental setup there are other sources for losses than viscous
damping, namely energy transfer to the surroundings. This loss, being a transmission
rather than damping loss, can be both to the surrounding air, and even more important
also through the mechanical contact to the setup, whereby it can introduce phase shifts
and traveling wave components. As the energy flux given by the transmission loss is
highly dependent on the connection to the surroundings, this could to some extent explain
that the strength and stability of the measured streaming is sensitive to frequency and
experimental conditions [1].

The principal formulation of the system could to first extent be made by terminating
one end of the simple transmission example treated in Fig. 3.5 with a reflecting actuator.
With reference to this, we will hereby be able to find and maintain a resonance in domain
A simultaneously with an energy flux transmitted into domain B, which will entail a phase
shift between pressure and velocity in domain A different from 1

2π.
To simulate such losses numerically we can initially consider a 2d geometry with in-

clusion of the surrounding silicon chip and model the outer boundaries of this to resemble
an infinitely domain of air. As introduced in Chap. 3 the transmission between domains is
characterized by the specific acoustic impedance zs, which turns the boundary condition
into a combined condition. This is implemented in Comsol’s acoustic application mode
as [56]

n ·
(
− 1
ρ0
∇p1

)
− iωp1
zs,i

= 0, (7.34)
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Figure 7.16: 2d model of a water-filled resonator surrounded by a silicon chip with impedance
boundary conditions on the outer edges imitating surrounding air. The system is actuated by four
circular accelerating boundaries and recreates a resonance in the chamber. This actuator geometry
has the advantage of not introducing any disturbance of importance to the standing wave pattern.
The surface plot shows the acoustic pressure with arbitrary amplitude and local maxima in red
areas and minima in blue.

where zs,i is the input impedance [56] of the infinite domain surrounding the boundaries.
Unfortunately ω figures in the impedance condition which precludes the possibility for
solving the problem as an eigenvalue problem in analogy to the lossy Helmholtz equation.

A way to overcome this can be done by initially solving an eigenvalue problem with
a Dirichlet condition resembling vacuum. Afterwards we can extend the problem with
inclusion of transmission to various materials along the chip perimeter and solve this with
a stationary solver at the idealized eigenfrequencies. If the energy of the lossless eigenmode
is primarily localized to the resonating chamber, we can expect that the addition of infinite
domains to the chip perimeter will not significantly change the eigenfrequency of these
modes.

However, one issue connected to this approach is that an actuator must be added to
the system in order to excite the eigenmodes, and we could expect the energy transfer to
be dependent on the design of the actuator.

Preliminary simulations have been performed on different geometries, where an ex-
ample with four small circular actuators is shown in Fig. 7.16. This actuator geometry
will not introduce any significant disturbance to the eigenmodes but is still sufficient to
recreate the resonance. Simulations show that the term 〈p10v10〉 can contain significant
irrotational components without any spatial doubling of periodicity leading one to believe
this to be true for 〈v2〉 as well. However, due to limitations in time the model has not
been thoroughly investigated or verified why we shall not report further on the results.

7.5 Summary

To recapitulate we have found that the theory based on viscous damping does not corre-
spond to experiments neither with respect to visual appearance nor magnitude and can be
inferred to be an insignificant effect. Although the estimated velocity amplitudes Eq. (5.49)
induced by boundary layer theory fit the measured velocities, the theory presented so far
cannot account for the observed pattern. Hereby we must draw the conclusion that none
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of these two mechanisms seem to be applicable for description of the streaming.
The proposed model with significant losses to the surroundings show indications of

being a plausible alternative, which should be investigated more thoroughly.



Chapter 8

Application to a separation chip

In this chapter we will use some of the previously covered theory with primary focus on
the radiation forces to describe effects observed in a flow-through particle separation chip
made in the group of Thomas Laurell at Lund University. Experimental results on this and
similar chips have previously been reported [28, 31] and in the following these results are
extended with measurements made at DTU Nanotech by S.M. Hagsäter and A. Lenshof1,
and issues relevant for the function of such a device will be discussed.

Besides the acoustic radiation force we will also consider the influence of a superim-
posed Poiseuille flow on the acoustic field and outline a method for computing a quanti-
tative measure of the separation efficiency of the device.

8.1 Chip design and function

The separation chip, schematically shown in Fig. 8.1, is a rather simple yet elegant device
in silicon and glass [28] for sorting erythrocytes from lipid particles. Analogous to the
previously treated chamber systems an acoustic resonance is being set up with the same
actuation principles as shown in Fig. 1.1 in order to induce acoustic radiation forces.
For this system the frequency is adjusted to fit half a wavelength across the channel as
indicated in Fig. 8.1 b) whereby hard, dense erythrocytes are forced to pressure nodes in
the center of the channel and the softer lipid particles are forced towards the channel walls
as was described in Sec. 4.3.1.

A pressure is simultaneously applied to the left input giving rise to a laminar Poiseuille
flow. Due to the laminar behavior the lipid particles and erythrocytes will subsequent
to the acoustic separation be transported in a stratified flow, whereby the two types of
particles can be collected in center and side outlets, respectively.

1S.M. Hagsäter and A. Lenshof are Ph.D. students in the groups of J.P. Kutter at the Technical
University of Denmark and T. Laurell at Lund University, respectively.
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a) b)

In (mixture) Out (blood)

Out (lipid)

Out (lipid)p1@@R
Figure 8.1: Overview and principle of operation of the separation device. In a) the geometry of
the channel system and silicon base is given. b) shows the principle of operation of the flow-through
device with standing waves across the separation channel of length L = 18.35 mm going from inlet
to intersection. Red blood cells (red) are collected at the center and lipid particles (white) forced
to the sidewalls whereafter the particles are flushed with the water (blue) to individual outlets.
Image a) adapted from [2].

8.1.1 Measurements and material parameters

Since the main focus in this thesis is on the theoretical and numerical issues related to the
device we will not go into details with the experimental methods but only summarize on
the measurements that have been performed.

Although the device is intended to separate two types of particles, only measurements
with one particle type at a time were performed at different eigenmodes. Measurements
on particle dynamics were made with PIV [1] in a system without an applied Poiseuille
flow. Hereby the motion due to radiation forces can be observed and quantified in the
transient phase before particles have gathered at pressure nodes or antinodes.

Radiation measurements were performed on a Blood Mimicing Fluid from Danish
Phantom Design [61] containing Orgasol c© polyamide (PA) beads [59], which are assumed
to be PA 6/12 type in water. Streaming measurements were made on polystyrene (PS)
beads [2]. The material parameters and radiation coefficients for the two polymer particle
types and red blood cells in water are given in Table. 8.1 from where it can be observed

Property a κ ρ0 Cρ Cκ
Unit µm 10−11 Pa−1 103 kg m−3 10−2 10−1

PS 0.5 33 1.05 -3.4 2.7
PA 6/12 2.5 37 1.06 -4.0 1.9
Erythrocytes ∼ 3 31-37 1.06-1.14 -4.0 – -8.7 3.1 – 1.9

Table 8.1: Parameters for acoustic radiation computations on micron sized particles based on
data from [2,58,59] for polymers and [60] for erythrocytes, respectively. The radiation coefficients
assume water at room temperature as suspension medium.
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Figure 8.2: PIV measurement (yellow arrows) of transient particle velocities of PA beads in water
due to acoustic radiation forces and the corresponding eigenmode pattern (gray scale). The three
modes are found at a) 1.86 MHz, b) 1.96 MHz, and c) 2.05 MHz. Only the upper third of the full
separation channel length is shown and we notice the irregular intersection geometry in the right
part of the images. Images adapted from [2].

that all particles have equal sign of radiation coefficient and will be forced towards pressure
nodes.

Besides the measurements on a quiescent system the device was also operated in flow-
through mode in order to measure the separation efficiency E for each eigenmode with E
defined as [2]

E ≡ Ncenter
Ncenter +Nwaste

. (8.1)

Here N refers to the number of particles collected at each outlet, and it is seen that a
perfect focusing device would have a separation efficiency of E = 1. For flow-through
measurements, volume flow rates Q of 0.1 mL min−1, 0.2 mL min−1, and 0.4 mL min−1

were used.

c)

b)

a)

50 µm s−1400 µm

Figure 8.3: PIV measurement of the acoustic streaming velocity corresponding to the three modes
at a) 1.86 MHz, b) 1.96 MHz, and c) 2.05 MHz, which are also illustrated in Fig. 8.2. The streaming
has been visualized by the small PS beads. Only the upper third of the full separation channel
length is shown. Images adapted from [2].
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The three eigenmodes and measurements we will treat are shown in Fig. 8.2 for the
particle velocity induced by the radiation force on the large PA beads. The corresponding
streaming pattern is shown in Fig. 8.3 visualized by PS particles, and we will comment on
the observations when comparing measurements and simulations.

8.2 The acoustics model
We will now discuss how to model the system to calculate the acoustic eigenmodes and
radiation forces.

8.2.1 Acoustics with superposed flow

Before considering any numerical design, we should notice that the acoustic theory de-
veloped in Chap. 2 applies to a quiescent system with v0 = 0 as opposed to the present
system with v0 6= 0 in operation mode. Fortunately we do not need to redo the basic
theory but can, following the method by Landau and Lifshitz [39], introduce a coordi-
nate transformation to a coordinate system translated with the velocity v relative to our
well-known quiescent system. The relation between the position vector r′ in the moving
system and r in the static system is r′ = r− vt, which, by insertion in the expression for
a harmonic wave, can be shown to give the following relation [39],

ω = k0ca + v · k0. (8.2)

With v being our Poiseuille flow velocity, |v| � ca, it is now seen that the superposed
flow does only induce little deviation from the corresponding quiescent state. Thus, as
a reasonable approximation it can in general be assumed that the resonance states are
unaffected by the Poiseuille flow in low Reynolds number microsystems allowing us to solve
for the two effects independently of each other. The same condition has been assumed
valid by Townsend et al. [62, 63] for modeling particle tracing in a similar device.

8.2.2 Geometry for simulations

Since no effects of viscosity are included, the acoustics are governed by the standard
Helmholtz equation found in Eq. (2.39). In analogy to Chap. 7 we restrict ourselves to 2d
simulations since the frequencies given in Fig. 8.2 correspond to λ ∼ 8× 10−4 m thereby
fulfilling the 2d condition λ > 2h with h being the channel height of 1.5× 10−4 m.

For the present geometry we do however have a challenge since the side channels due
to fabrication issues do not have vertical side walls as seen in Fig. 8.1, as well as the
intersection between the channels is not well-defined, which is observed from Fig. 8.2. The
sloped sidewalls call for a 3d model, but due to the irregular geometry at the intersection
this would not gain sufficiently more accuracy on the details of the eigenmodes than a
2d model. Different models to account for this geometry have been made and tested,
and the presented acoustic model uses a side channel width of 300 µm corresponding
approximately to the width at half the channel height, being a reasonable compromise
between the top and bottom value of the side channel.
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a) b)

3 mm

Figure 8.4: Comsol simulation of two first-order pressure eigenmodes at a) 1.97 MHz and b)
2.05 MHz. The images show a 2d full chip simulation with silicon chip and water filled channels
using the material parameters from Table. 3.1. We see both an almost symmetric and an asym-
metric eigenmode, but the simulations do not resemble the measurements in Fig. 8.2 very well.
Red areas correspond to local maxima and blue to minima.

8.2.3 Appearance and properties of the eigenmodes

As seen from Fig. 8.2 the measured eigenmodes are not completely symmetrical, which is
especially pronounced for Fig. 8.2 b). From Jensen [32] it is known that such asymmetric
modes can be induced by breaking the symmetry in the channel system and the position
of the channel system on the silicon chip itself. For this particular device both of these
conditions are present and simulations with and without the surrounding silicon have been
performed. Since the asymmetry in the channel system is confined to the region near the
channel intersection it was expected that asymmetric modes were more pronounced in the
full model.

In Fig. 8.4 two modes near the relevant eigenfrequencies are shown and we notice that
both near symmetric and asymmetric patterns are observed as expected. However, if we
compare the number of nodal points along the separation channel a discrepancy between
simulations and measurements is observed, where the simulations greatly underestimate
the number of standing waves along the channel. This was found to be the general picture
for a large number of eigenmodes.

Reducing the model only to include the channel system we find a better correspon-
dence between the number of nodal points and frequency when comparing simulations
and measurements, although there is still a slight tendency to underestimate the number
in the simulations within a reasonable frequency span between measured and simulated
eigenfrequencies. This is shown in Fig. 8.5, where we also find an asymmetric mode quite
similar to the one shown in Fig. 8.2 b). Hereby we can conclude that the simplest 2d
model in this case gives better predictions of the actual behavior of the device, although
asymmetric modes were seldom found. It should, however, be noticed that the not very
well-defined geometry of this device entails a far larger deviation between simulated and
observed eigenmodes than what can be obtained for the chambers in [1] as can be seen
from Fig. 1.2 and App. F. Thus, if design improvements are to be made on the basis of
simulations one could consider to change fabrication methods to the ones used in [1] for
reduced deviation between intended and actual geometry. Simulations on a symmetric
device have been made as well, which lead only to symmetric eigenmodes proving that
even small deviations in geometry can alter the dynamics in the entire device.

In previously published papers [28,29,31] the 2d dynamics of the separation system has
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a)

b)

c)

400 µm

Figure 8.5: Comsol simulation of three first-order pressure eigenmodes at a) 1.89 MHz, b)
1.97 MHz, and c) 2.09 MHz. The images show the same selection of the channel system as
in Fig. 8.2 and we recognize some correspondence between measurements and simulations both
for frequency and spatial appearance of the modes, although a) deviates significantly from the
measurement at the intersection. Simulations are made with water at 20◦C as medium and red
areas are pressure maxima and blue are minima.

not been taken into account, but the resonance has been assumed to be a single standing
wave transverse to the channel without any longitudinal variation. However, in reality
we do have standing waves along the channel as well, and the system dynamics are thus
governed by two length scales being the transverse wavelength λt and the longitudinal λl.
Due to these length scales we can thereby estimate the expected resonance frequencies
from Eq. (3.10), rewritten as

f = ca
√
λ−2
t + λ−2

l . (8.3)

Since we are only interested in the standing waves confined to the separation channel we
can make a rough estimate of the possible resonance frequencies by assuming λt to be
fractions of the channel width w and λl to be fractions of the length L, which are taken
to be w = 400 µm and L = 18.35 mm. Based on Eq. (8.3) we can find the first 50
eigenfrequencies for both λt = 2w and λt → ∞, which are shown in Fig. 8.6 together
with the first 150 eigenfrequencies for the numerical simulation including the asymmetric
intersection and the three outlet channels.

Although the two graphs cannot be directly compared due the difference in geometrical
complexity we do observe some similarities. They both exhibit a kink near 1.85 MHz
caused by the first transition into a transverse mode of λt = 2w. This gives the plateau of
small frequency gaps between two adjacent longitudinal modes as long as the transverse
mode dominates, that is λt < λl. If a specific longitudinal mode for some reason turns
out to be better suited for a specific purpose it is important that we are able to excite
and maintain this mode during operation. However, due to the small frequency gap the
present system is quite sensitive towards for instance temperature variations.

As an example we can calculate the transition from λl = 1
5L to λl = 1

4L for λt = 2w,
which for constant temperature gives f5/f4 = 1.008. This frequency ratio is equivalent
to the ratio of the speed of sound for a temperature change from 25◦C to 20◦C [40]
amounting to ca25/ca20 = 1497/1485 = 1.01, whereby an actuated system can change
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Figure 8.6: The eigenfrequency distribution for a) a straight channel with the 50 first modes for
λt →∞ and 50 first for λt = 2w calculated from Eq. (8.3) and sorted by increasing frequency. In
b) 150 eigenfrequencies for the separation chip’s channel system computed by Comsol are shown.
Although geometrically different both plots show a kink at the first transition from λt → ∞ to
λt = 2w followed by a flat plateau. In both a) and b) water at 20◦C is the propagation medium.

from one mode to another possibly resulting in a change of the separation efficiency if
temperature is not controlled. Since the mode shifts are least separated in frequency for
the lowest longitudinal modes one might consider to run the system at a higher mode and
avoid operation near the plateau in order to increase temperature tolerance.

8.3 Comparing theory and experiment

Having numerically found eigenmodes that roughly fit the measured patterns, we are now
ready to compare simulations and measurements and finally determine particle paths from
inlet to outlet.

8.3.1 Equation of motion for tracer particles

Since the PIV measurements are based on particle velocities we must initially set up an
equation of motion for the tracer particles. The equation of motion is constructed directly
from Newton’s second law of motion, where we disregard any forces but the Stokes drag
force due to the acoustic streaming and Poiseuille flow and the acoustic radiation force.
Letting the particle velocity be u and the fluid velocity v we thereby find the following
for a particle of radius a and mass m

m∂tu = 6πηa(v− u) + Fa, (8.4)

where we have used the formulation for Stokes drag from [33], and the acoustic radiation
force is given in Eqs. (4.34) and (4.35). Using m = 4

3πa
3ρ

(p)
0 to express the mass of the

particle and introducing the characteristic scales for length L0 and velocity U0 a non-



92 CHAPTER 8. APPLICATION TO A SEPARATION CHIP

dimensional equivalent of Eq. (8.4) can be written as

St∂̂tû + û = v̂ + 1
6πâη̂

F̂a, (8.5)

where we have introduced the particle Stokes Number [64]

St ≡ 2ρ(p)0 a
2

9η
U0
L0
. (8.6)

An estimate of the Stokes number can be found using the characteristic Poiseuille
velocity U0 ∼ QS−1 with S being the channel cross section. For a flow rate of 0.4 mL min−1

this amounts to U0 ∼ 10−1 m s−1. Combining this with the smallest length scale upon
which dynamics are changing in the acoustic field, where a representative length scale
would be half the channel width L0 ∼ 10−4 m, the estimate of the Stokes number becomes
St≈ 10−3. From this it follows that disregarding particle inertia is a good approximation
and leaves us the steady state equation of motion

u = v− ρ0a
2

3η
∇
( 〈
p210
〉

3ρ20c2a
Cκ +

〈
v210
〉

2
Cρ

)
(8.7)

giving a linear relation between the particle velocity u, fluid velocity v and radiation force
Fa. Thus, if we compute the Poiseuille flow profile, the acoustic streaming and acoustic
radiation force, the particle paths can subsequently be found using a standard numerical
integration method based on e.g. Euler or Runge-Kutta schemes.

8.3.2 Estimating streaming from the radiation force

If no steady flow is present in the system, the equation of motion Eq. (8.7) reduces to

u = −ρ0a
2

3η
∇
( 〈
p210
〉

3ρ20c2a
Cκ +

〈
v210
〉

2
Cρ

)
. (8.8)

Thus, by measuring the particle velocity u we can from the material properties calculate
the radiation force Fa and subsequently the magnitude of the acoustic fields p1 and v1.
Hereby we are also able to estimate the magnitude of the acoustic streaming velocity from
Eq. (5.9) or Eq. (5.49)

|v2| ∼
|
〈
v210
〉
|

πca
. (8.9)

To simplify matters we can use Eqs. (2.29) and (2.31) to express v10 in terms of p10 leading
to

u = −a
2ρ0
3η
∇


〈
p210
〉

3ρ0c2a
Cκ +

〈(
− i
ρ0ω
∇p10

)2
〉

2
Cρ

 . (8.10)
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Since we are only interested in estimating the amplitude of the fields, we can use that
|∇| ∼ 2k0 = 2ca/ω, and after a small amount of algebra we are left with the following
estimate relating the measured particle velocities to the acoustic first-order pressure,

|u| ≈ a2ω

3ηρ0c3a

(1
3
Cκ + 1

2
Cρ
) ∣∣∣p210

∣∣∣ (8.11)

The first-order velocity v10 can likewise be estimated from

|v10| =
1
ρ0ca
|p10|. (8.12)

In Table. 8.2 the measured and estimated quantities are summarized for the six mea-
surements given in Figs. 8.2 and 8.3, where um is the radiation induced velocity from
Fig. 8.2 and |〈v2m〉| is the measured streaming velocity from Fig. 8.3. The remaining
quantities are estimates based on the radiation measurements.

We can now see that the estimated first-order fields are generally in accordance with
the results reported by Spengler et al. [38], who made a similar estimate by balancing
radiation forces and gravity. However, the lowest mode, mode a), is seen to be a few
times stronger. If we compare the measured and estimated streaming velocities, it is
for modes b) and c) found that the two velocities correspond within a factor of five,
which is satisfactory for the fairly rough estimates, although any clear-cut correlation is
not seen. The same correspondence can also be shown to true for the measurements in
the square chamber in Fig. 1.2, where estimates and measurement correspond within a
factor of two. Thus, although we should be careful not to draw any definitive conclusions
from this very limited amount of data, these observations support the theory that the
observed streaming patterns are of second order and scale as expected from Eq. (5.49),
independently of viscosity. Yet, we cannot account for the actual streaming pattern, which
both in Figs. 1.2 and 8.3 lack the anticipated doubling of periodicity, as well as the cause of
the significant discrepancy between estimated and measured streaming velocity for mode
a) is unknown.

Another important observation is that mode a) exhibits a much stronger coupling in
parts of the channel than the two other modes although mode a) was actually excited by a
lower power of P = 0.2 W than modes b) and c) actuated by P = 0.5 W [2]. Such a behav-
ior, which experimentally expressed itself in a much higher separation efficiency, cannot

Property f um |〈v2m〉| |p10e| |v10e| |〈v2e〉|
Unit MHz µm s−1 µm s−1 106 Pa m s−1 µm s−1

Mode a) 1.86 2200 85 2.5 1.7 900
Mode b) 1.96 220 50 0.7 0.5 80
Mode c) 2.05 400 25 1.0 0.7 150

Table 8.2: Measured and computed and calculated properties from the three eigenmodes shown
in Figs. 8.2 and 8.3. um is the radiation induces velocity, 〈v2〉 is streaming velocity and p10 and
v10 are acoustic first-order fields. Indices m and e correspond to measured and estimated.
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be determined from an eigenvalue analysis but emphasizes the importance of stabilizing
the device within a specific longitudinal mode.

8.3.3 Dominating mechanism

The present device is designed for utilization of radiation forces and it is therefore impor-
tant to know within which limits the dynamics are governed by the radiation force, since
the small tracers in Fig. 8.3 demonstrate that the streaming velocity is an inherent part
of the nonlinear acoustics and can affect the functionality of any acoustofluidic device.

Especially if particles of a wide size distribution are to be manipulated it is important
to know, if radiation forces or viscous drag from the streaming dominates. A balance
equation between the two forces can be obtained from Eq. (8.7) if we set v = 〈v2〉, u = 0
and combine this with the estimates from Eqs. (8.11), (8.9) and (8.12),∣∣p210

∣∣
2ρ20c3a

= a2ω

3ηρ0c3a

(1
3
Cκ + 1

2
Cρ
) ∣∣∣p210

∣∣∣ . (8.13)

From this it is easy to determine the critical particle radius ac where the transition from
streaming to radiation occurs,

ac ≈

√
3η

2ρ0ω

(1
3
Cκ + 1

2
Cρ
)−1
. (8.14)

Here we identify a rational scaling with viscosity increasing the Stokes drag contribution
and the angular frequency increasing the radiation contribution as this is related to the
gradient of the radiation force potential. It is also seen that the expression is independent
of the amplitude of the first-order fields, which is quite fortunate since any change in
amplitude due to e.g. actuator coupling issues will not induce a change in the overall
particle selectivity. On the other hand the size selectivity can be adjusted through the
frequency as long as the general condition k0a� 1 is obeyed.

For the given separation system at a frequency of f = 2 MHz the critical radius for a
polyamide particle can be estimated to ac ∼ 1.7 µm and correspondingly for a polystyrene
particle ac ∼ 1.3 µm, which is between the two particle sizes used in experiments and thus
consistent with the observed change of governing dynamics between Figs. 8.2 and 8.3.
Although the magnitude of the streaming is expected to scale with the first-order fields in
same way as the radiation force, the actual spatial pattern of streaming and radiation do
not necessarily correspond to each other and we might have areas of low radiation forces
where the streaming dominates and vice versa. By a close examination of Fig. 8.2 b) we
actually do find indications of circular motion as shown in Fig. 8.7, where any vortices
are likely to be due to acoustic streaming, since the radiation force is based on a scalar
potential.

This could affect the function of the device if an unfortunate design gives rise to an
acoustic remixing subsequent to the particle separation. Thus, even though the devices
are based on radiation forces, for design optimizations it will be valuable to be able to
model both radiation and streaming for particle tracing through Eq. (8.7).
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a)

b)

400 µm

Figure 8.7: Close-up on the radiation a) on 2.5 µm particles and streaming b) measurements
with 0.5 µm particles for the eigenmode at 1.96 MHz corresponding to Fig. 8.2 b) and Fig. 8.3 b).
Vortices in the radiation measurement a), indicating that the large particles are also affected by
the streaming, are marked by the red circles. Measurements courtesy of Hagsäter et al. [2].

8.3.4 Radiation forces and separation efficiency

Based on the numerically computed eigenmode from Fig. 8.5 we can compare the induced
velocity calculated from the radiation force Eq. (8.8) to the measured radiation force
velocity from Fig. 8.2 b). A close-up near the intersection is shown in Fig. 8.8, where
a partial agreement between measurement and simulation can be observed. There are
however discrepancies, which calls for the use of a model geometrically in better agreement
with the real device. Similar plots for the circular chambers used in [1] are given in
App. F, where better correspondence is found. From this we can deduce that the inviscid
2d models combined with the radiation force equation Eq. (4.34) can be used as a design
tool for geometrically well-defined shallow devices, whereas the results are more uncertain
for devices that are not height invariant and include unknown asymmetric geometries.

If we intend to combine the radiation force field with a Poiseuille flow for particle
tracing in order to predict the separation efficiency we cannot simply superpose the two
fields in a numerical simulation, since the radiation force is based on an eigensolution.
Thus for a prediction of the separation efficiency we must determine the radiation ampli-
tude by either making an extended numerical model including an actuator, which is both
computationally heavy and doubtful to give a sufficiently precise description of the real

a) b)

400 µm

Figure 8.8: Close-up of the radiation force illustrated by vector plots scaling with velocity. In
a) the numerically computed solution at 1.97 MHz is combined with a gray-scale surface plot of
the first-order pressure field and corresponding black nodal lines, and in b) the measured force at
1.96 MHz is combined with micrographs of the particle formation at nodal lines. The pressure in
a) has local maxima at white areas and minima at black with an arbitrary amplitude. Image b) is
adapted from Hagsäter et al. [2].
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Figure 8.9: Demonstration of particle tracing to estimate the separation efficiency E for the com-
puted eigenmode at 1.97 MHz and compared to measurements at 1.96 MHz. In a) measurements
from [2] are plotted together with simulations for tracing of 25 particles. Panels b) and c) show
the measured and computed particle band at a flow rate of Q = 0.1 mL min−1. Images a) and b)
adapted from Hagsäter et al. [2].

device, or alternatively base the amplitudes on a reasonable guess, i.e. |v10| ∼ 10−4ca, or
previous measurements to which the computed eigenmode pattern can be fitted. The lat-
ter approach has been used to make a model combining a Poiseuille flow with the acoustic
radiation force based on the measured amplitudes in Fig. 8.2. Using Comsol’s built-in
postprocessing Runge-Kutta 45 solver a collection of particles released at the inlet can be
traced by time-integrating Eq. (8.7) whereafter the separation efficiency can be roughly
estimated by simply counting the number of particles terminated at the three outlets.

However, since the model does not take streaming velocities into account and the 2d
geometry leads to an inaccurate determination of the Poiseuille flow, the model should
not be used for anything but a coarse indicator of the system behavior. Despite the
discrepancies between the simulated and measured eigenmodes Fig. 8.9 shows an example
of the method, where the separation efficiency has been estimated by tracing 25 particles
through the radiation force fields at f = 1.97 MHz for different flow rates and compared
to measurements from [2]. Due to the limited amount of particles and the simplified
model, the results shown are only to proof the concept of the computation method, which
of course show a decreasing separation efficiency E for increasing flow rate Q. Thus, for
devices, which are geometrically better suited for modeling, the tracing method might turn
out useful for instructive design characterization although inclusion of other mechanisms,
with the streaming velocity being the most important, should be incorporated.

8.4 Summary

In short the analysis have pointed out that several separation modes exist within a small
frequency span, which can be troublesome if these have different separation efficiencies.
To improve the device one could consider to alter the geometry in order to decrease the
number of possible closely situated separation modes, as well as a more well-defined height
invariant geometry is expected to improve the correspondence between measurements and
2d models. Another important point is the comparison of velocities induced by streaming
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and radiation, which have rendered it probable that the general treatment of the streaming
velocity is correct with regards to the magnitude although the streaming pattern cannot
be computed.
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Chapter 9

Conclusion and outlook

9.1 Conclusion

The work presented in this thesis can be categorized into mathematical analysis, numerical
implementation and comparison to real systems, which have been applied to both acoustic
streaming and acoustic radiation in resonant microfluidic systems.

Regarding the acoustic streaming, three different mechanisms for inducing the effect
have been proposed, namely viscous damping in the bulk fluid, creation of boundary layers
due to viscous stress, and losses by energy transmission to the surroundings.

A thorough analysis of the second-order equations governing the viscous loss mecha-
nism revealed that the mathematical structure of these rendered it impossible to solve them
directly for the streaming at resonance by numerical means. This problem was successfully
resolved by an analytical decomposition of the equations and subsequent implementation
in Comsol. The outcome of the simulations, however, showed that viscous damping can-
not account for the experimentally observed streaming results reported by [1] but is a far
too weak effect to be of any significance. This implies, on the other hand, that we do not
need to compute the viscous first-order fields, simplifying simulations considerably.

Subsequently a basic analysis of the boundary layer theory was conducted from which
it was found that estimates based on this approach can explain the magnitude of the
observed streaming. However, a discrepancy in terms of periodicity doubling between the
experimentally determined flow pattern [1] and anticipations based on a simple analysis
indicated that the boundary layer theory cannot explain the flow fields either.

The third mechanism for describing the streaming, in terms of energy transmission to
the surroundings, has only been touched upon at the end of the project, but initial sim-
ulations indicate this to be a more promising approach than viscous losses and boundary
layer effects.

Concerning the radiation force, the general theory has been presented and summarized
based on a compilation of different papers. From this, a formulation applicable to small
compressible particles in inviscid standing wave fields has been used as a postprocessing
extension of numerically determined first-order acoustic fields. Such an approach has
shown that calculations of the radiation force in a microfluidic system is possible from 2d

99
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eigenmode simulations, where the results are qualitatively in accordance with experimental
data, provided the geometry of the resonator is well defined. Since the computations rely
on eigenmodes we have not been concerned with the amplitudes although we have shortly
touched upon different coupling models.

In order to relate the theoretical work to applications we have exploited some of the
methods to analyze an already existing microfluidic separation device [28,31]. Employing
both simple analytical approaches as well as numerical simulations we found that the
analysis could reveal important characteristics of the device and give hints for design and
operation alterations.

Thus, our initial goal of developing methods suitable for designing and evaluating
arbitrarily shaped acoustofluidic resonance systems has partly been achieved, since we
with a decent accuracy can model the spatial distribution of the radiation force in an
inviscid approximation for shallow acoustic microfluidic resonators.

9.2 Outlook
Given that we have not succeeded to compute the acoustic streaming at resonance, this is
an obvious point of departure for future work on acoustofluidics. A natural basis will be
a more generalized and thorough investigation of the transmission loss approach, which
seems to be a promising path for the development of a new streaming model. Being based
on energy transmission, it might be beneficial to formulate the model in terms of energy
flux and mass flux rather than velocities and pressure, although the underlying physics of
course is the same.

Another interesting topic is the effects neglected in the radiation section. Here it
could be worth to investigate the consequences of the fact that the critical radius for the
conversion from radiation to streaming dominance is close to the momentum diffusion
length, where viscous radiation effects come into play. Furthermore, the Bjerknes forces
are an issue, which could be imagined to be of particular interest for particle traps, where
a high degree of control of the radiation force is desired.

Besides the theoretical perspectives, it would also be beneficial with more experimental
data in order to evaluate the accuracy of the method for calculation of radiation forces in
a number of very well-defined geometries.

The same applies for the streaming, where it would be interesting to investigate, if
we ever get the doubling of spatial periodicity as expected from the second-order theory
treated so far, or if the streaming is related to the structure of the first-order field. If
the latter turns out to be the case, it could finally, from an application point of view,
be interesting to exploit this for the development of an acoustically driven chaotic mixer
based on a switching between two different eigenmodes, where we can design for a specific
set of modes using the first-order Helmholtz equation.



Appendix A

Decomposition of v1

In this appendix it is shown how the first-order velocity can be decomposed by a scalar
and vector potential.

As we know that v1 is a gradient in the inviscid case, it can be expected that the
dominating part of v1 in the viscous case can also be described by a gradient. Thus, we
can always choose to decompose v1 after a gradient and some unknown extra velocity,

v1 =∇φ1 + vr, (A.1)

where we have made no assumptions on the structure of vr. With the decomposition in
Eq. (A.1) the continuity equation to first order becomes

∂tρ1 = −ρ0∇ · v1

= −ρ0∇
2φ1 − ρ0∇ · vr. (A.2)

With time-harmonic first-order quantities we hereby find

∇2φ1 = iωρ1
ρ0
−∇ · vr. (A.3)

Combining the Navier–Stokes equation and the equation of state Eqs. (2.12) and (2.14)
with time-harmonic behavior leads to

−iωρ0v1 = −c2a∇ρ1 + η∇2v1 + βη∇(∇ · v1). (A.4)

If we substitute the decomposed velocity given by Eq. (A.1), we find

−iωρ0v1 = −c2a∇ρ1 + η∇2∇φ1 + η∇2vr + βη∇(∇2φ1) + βη∇(∇ · vr). (A.5)

Insert the expression for ∇2φ1 obtained from Eq. (A.3) and use ∇2∇ =∇∇2.

−iωρ0v1 = −c2a∇ρ1 + (1 + β)η∇
( iωρ1
ρ0
−∇ · vr

)
+ η∇2vr + βη∇(∇ · vr)

=
(
−c2a + i(1 + β)ηω

ρ0

)
∇ρ1 − (1 + β)η∇(∇ · vr) + βη∇(∇ · vr) + η∇2vr

=
(
−c2a + i(1 + β)ηω

ρ0

)
∇ρ1 − η∇(∇ · vr) + η∇2vr. (A.6)
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Introducing γ as defined in Eq. (2.53) we get,

−iωρ0v1 = −c2a (1− iγ)∇ρ1 + η
(
∇2vr −∇(∇ · vr)

)
. (A.7)

Now v1 can be isolated to get

v1 = − ic2a (1− iγ)
ωρ0

∇ρ1 + iη
ρ0ω

(
∇2vr −∇(∇ · vr)

)
. (A.8)

We notice that if vr = ∇φr the last terms disappear as expected due to the fact that we
in this case have v1 =∇φ1 ≡ K∇ρ1, where

K ≡ − ic2a (1− iγ)
ωρ0

. (A.9)

As vr = 0 for γ = 0 we can also deduce that the last terms must scale with γ.
To ease notation, we can redefine the terms containing vr as these are not known

anyways. With the definition

vu ≡
iη
ρ0ω

(
∇2vr −∇(∇ · vr)

)
, (A.10)

we thus have shown that in general v1 can be decomposed after

v1 = − ic2a (1− iγ)
ωρ0

∇ρ1 + vu, (A.11)

where we know that vu is small compared to the dominating components of the gradient
term. Taking the divergence of Eq. (A.11) leads to

∇ · v1 = − i(1− iγ)c2a
ωρ0

∇2ρ1 +∇ · vu. (A.12)

From this we can now isolate ∇2ρ1,

∇2ρ1 = − ωρ0
i(1− iγ)c2a

∇ · v1 + ωρ0
i(1− iγ)c2a

∇ · vu. (A.13)

We have previously in Eq. (2.52) shown the lossy Helmholtz equation for e.g. ρ1 to be

∇2ρ1 = − ω2

c2a(1− iγ)
ρ1. (A.14)

Combining this with Eq. (A.13) leads to

− ρ0ω

(1− iγ)c2a
∇ · v1 + ρ0ω

i(1− iγ)c2a
∇ · vu = − ω2

c2a(1− iγ)
ρ1 (A.15)
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which is readily reduced to

−ρ0∇ · v1 + ρ0∇ · vu = −iωρ1. (A.16)

This is a continuity equation. However, comparing to the original continuity equation
Eq. (A.2) we see that for Eq. (A.16) to be fulfilled, we must have

∇ · vu = 0. (A.17)

This implies that vu can be constructed from a vector potential and thus we can conclude
from Eq. (A.11) that v1 can be decomposed into a gradient and curl component,

v1 =∇φ1 +∇×A1. (A.18)
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Appendix B

Combined actuator system

The following appendix contains the treatment of an actuator model based on a combined
force-driven mechanical actuator. This is a classical acoustic approach for treating actua-
tors and the methods and models presented in the following are based on and follows to
a large extent the similar combined driver-pipe example given by Kinsler [35, chap. 10].

B.1 Combined actuator system
The simple actuation method used in Chap. 3 implies an actuator velocity growing lin-
early with frequency. As shown this has led to unreasonably large values of pressure and
velocity both with and without the inclusion of viscous damping. This indicates that our
model have been too simple regarding the actuation mechanism which in general will be
dependent on the frequency response of the system due to internal impedances.

To reveal some of these aspects we can treat the simple example of a harmonically
forced, damped, linear mechanical oscillator driving some fluid in a closed tube as illus-
trated in Fig. B.1. This classical example could also model the behavior of a speaker
driving a resonator tube or some musical instrument [35].

F

ks

R
m

x = 0 x = L

ρ0 ca

Figure B.1: A combined fluidic resonator and actuator system modeled by a forced, damped,
linear oscillator connected to a tube at x = 0. The tube is rigidly closed at x = L and the
displacement of the oscillator is assumed much smaller than the tube length.

Following the classic acoustic approach as in [35], we assume the cross sectional area
S to be sufficiently small so only plane waves will be allowed to propagate. The equation

105
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of motion for the mass oscillating with displacement ξ can be written up directly as

m∂2
t ξ = −ksξ −R∂tξ − Sp10(0, t) + F, (B.1)

where we have assumed the displacement of the actuator negligible in comparison to the
tube length L so the force from the fluid essentially can be expressed by p10(0, t). The
remaining terms stem from the spring stiffness ks, the viscous damper with damping
coefficient R and the driving force, which is assumed harmonic, F = F0e−iωt.

Due to continuity of the velocity at x = 0 we must demand the fluid velocity to equal
the velocity of the mass,

∂tξ = v10(0, t) ≡ v|0, (B.2)

where the last equality is introduced for notational convenience. Hereby we can rewrite
the equation of motion in terms of v|0 and p|0,

m∂tv|0 = −ks
∫
v|0dt−Rv|0 − Sp|0 + F. (B.3)

As the system is harmonically driven, all time dependencies are of the form e−iωt, which
allows us to make the substitutions

∂t = −iω (B.4)∫
dt = i

ω
, (B.5)

now yielding

−iωmv|0 = − iks
ω
v|0 = −Rv|0 = −Sp|0 + F. (B.6)

This allows us to derive an expression for the excitation force,

F =
[
−iωm+ iks

ω
+R+ S p|0

v|0

]
v|0

=
[
−iωm+ iks

ω
+R+ Sza|0

]
v|0, (B.7)

where we have introduced the specific acoustic impedance za defined in Sec. 3.2.1. As the
mechanical impedance is defined as [36]

Zm = F
v
, (B.8)

we easily deduce the total mechanical input impedance of the system from Eq. (B.7),

Zm0 = −iωm+ iks
ω

+R+ Sza|0. (B.9)
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This is an important quantity which can be used for determination of the resonance
frequencies of the system. However, before proceeding to this, let us first determine the
solution of the acoustic field in the tube. Since we have assumed plane waves, the general
solution can be expressed as

v10 = Aei(k0x−ωt) +Bei(−k0x−ωt). (B.10)

As we have a rigid wall at x = L and as the pressure at x = 0 can be expressed in terms
of the actuator parameters from Eq. (B.7), we can now set up two boundary conditions,

v10(L, t) = 0 (B.11a)

p10(0, t) = 1
S

[
−iωmv|0 + iks

ω
v|0 +Rv|0 − F

]
. (B.11b)

Now, from Eqs. (2.14), (2.13) and (B.10) we find that

p10 = ρ0ca
[
Aei(k0x−ωt) −Bei(−k0x−ωt)

]
. (B.12)

From this we can now find

p|0 = ρ0ca [A−B] e−iωt (B.13)
v|0 = [A+B] e−iωt, (B.14)

which by insertion in the boundary conditions leads to

ρ0ca(A−B) = 1
S

[
(A+B)

[
−iωm+ iks

ω
+R

]
− F

]
(B.15)

Aei(k0L−ωt) +Bei(−k0L−ωt) = 0. (B.16)

From Eq. (B.16) we get

A = −B ei(−k0L−ωt)

ei(k0L−ωt)
= −Be−2ik0L. (B.17)

Inserting this into Eq. (B.15) and isolating B leads to

B = −F
S

[
−ρ0ca

(
1 + e−2ik0L

)
+ 1
S

(
1− e−2ik0L

) [
iωm− iks

ω
−R

]]−1
. (B.18)

Now A is readily determined from Eq. (B.17) as

A = e−2ik0LF

S

[
−ρ0ca

(
1 + e−2ik0L

)
+ 1
S

(
1− e−2ik0L

) [
iωm− iks

ω
−R

]]−1
. (B.19)

Hereby we have found the analytical expression for the velocity and pressure field in the
combined tube and actuator system by Eqs. (B.10), (B.12), (B.18) and (B.19),

v10(x, t) = F
(
e−2ik0Leik0x − e−ik0x

)
e−iωt (B.20)

p10(x, t) = ρ0caF
(
e−2ik0Leik0x + e−ik0x

)
e−iωt, (B.21)
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where F has been defined as

F ≡ F
S

[
−ρ0ca

(
1 + e−2ik0L

)
+ 1
S

(
1− e−2ik0L

) [
iωm− iks

ω
−R

]]−1
. (B.22)

It is now easy to see that the specific acoustic impedance at x = 0 can be expressed as

za = ρ0ca
e−2ik0L + 1
e−2ik0L − 1

= iρ0ca cot k0L. (B.23)

This means that the tube itself has resonances for

cot k0L = 0, (B.24)

leading to the solutions

k0L = π
2

(2n− 1), n = 1, 2, 3, . . . (B.25)

ω = ca
L

π

2
(2n− 1), n = 1, 2, 3, . . . (B.26)

(B.27)

This result is equivalent to wavelengths that have the following relation to the length of
the tube,

λ = 4L
2n− 1

, n = 1, 2, 3, . . . (B.28)

and an analogous result can be found for the anti resonances. Similarly the actuator itself
has resonance for

ω =

√
ks
m
. (B.29)

The resonances of the entire system are found from Eq. (B.9) by setting the reactance,
which is defined as the imaginary part of the impedance, equal to zero as the resistance,
being the real part of the impedance, is independent of frequency,

Im {Zm0} = 0. (B.30)

Combining Eqs. (B.9) and (B.23) we get

−mω + ks
ω

+ Sρ0ca cot k0L = 0 (B.31)

−mkca + ks
kc

+ Sρ0ca cot k0L = 0. (B.32)

Following [35, chap. 10.6] we can by rearranging the terms and introducing two cleverly
chosen parameters rewrite Eq. (B.32) into a transcendental equation in k0L,

cot k0L = rmk0L−
rs
k0L
, (B.33)
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where the two new parameters rm and rs are given by

rm = m

SLρ0
(B.34)

rs = ksL

Sρ0c
2
a

, (B.35)

and, as pointed out in [35], are the actuator to fluid ratio of mass and spring stiffness,
respectively. The mass ratio is immediately recognized, and the spring ratio can be clarified
by use of the following expression relating the speed of sound ca for liquids to the bulk
modulus K0 and density ρ0 [44],

c2a = K0
ρ0
. (B.36)

This relation yields

rs = ksL
SK0
. (B.37)

As with most transcendental equations, Eq. (B.33) cannot be solved directly but one must
rely on numerical or graphical methods. The latter method, where solutions are found by
intersection of the right and left hand side of Eq. (B.33), is an intuitively easy approach
and gives a good foundation for understanding the impact of the two parameters rm and
rs.

In Fig. B.2 the left and right hand side of Eq. (B.33) have been plotted for two different
combinations of rm and rs. Fig. B.2 (a) represents a heavy and rigid actuator and we see
that the solutions to the transcendental equation are rapidly approaching the vertical
asymptotes for the cotangent part which occur for integers of π. This corresponds to a
tube and wavelength relation of the form

n
λ

2
= L, n = 1, 2, 3, . . . , (B.38)

which is the classic example of resonances for standing plane waves between two rigid
surfaces. Such a behavior is in line with expectations for an actuator dominated system.
In Fig. B.2 (b) the system is now dominated by the fluid and we see that the resonances
are closer to the ones found for a open pipe in Eq. (B.25) and only slowly approaching the
resonances for a closed system.

Having treated the resonances we can now investigate the behavior of the velocity at
the actuator for different frequencies. Disregarding the time factor e−iωt we can plot the
real part vmax,0 of Eq. (B.20) for x = 0. Due to complicated composition of the velocity
solution, we shall not write it but only plot the solution. The result for the same values of
rm and rs as used in Fig. B.2 are shown in Fig. B.3 where the velocity is given in arbitrary
units. As expected the velocity of the actuator is dependent on the frequency, peaking
a the system resonance. The values of ρ0, ca, S, L, F , R, ks and m utilized for the two
plots are chosen rather arbitrarily in order to emphasize the two extremes of actuator
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(a)
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Figure B.2: Left and right hand side of Eq. (B.33) plotted as solid and dashed line, respectively.
In (a) we have rm = 2 and rs = 2, whereas in (b) the corresponding values are rm = 0.1 and
rs = 0.1. This corresponds to a actuator and fluid dominated system, respectively and gives rise
to resonances close to the ones corresponding to a system rigidly closed in both ends or only in
one end, respectively.

rm rs ca ρ0 R ks m F L S

2 2 100 1 30 20 20 10 100 0.1
0.1 0.1 100 1 10 10 0.1 10 10 0.1

Table B.1: Values in SI units for the system plotted in Fig. B.2 and Fig. B.3, respectively.

and fluid dominated systems, respectively. Depending on the parameters, the behavior of
course changes where especially the damping have an impact on the driver velocity profile,
despite not changing the resonance frequencies. The values used for actuator dominated
behavior are given in Table. B.1.

Although we have now included internal impedance in the actuator, the model, how-
ever, is still not sufficient as we have not considered the viscous damping. Furthermore, we
have assumed the force to be constant without thought for the actual power consumption
required for driving the system. In a real device this might be a limiting factor, especially
at resonance.

(a)

kL
π/2 3π/2 5π/2 7π/2

(b)

kL
π/2 3π/2 5π/2 7π/2

Figure B.3: The velocity, of the actuator in arbitrary units. The values of rm and rs in (a)
and (b), respectively, are the same as used in Fig. B.2 (a) and (b) and we observe peaks at the
resonances where the system is easy to drive for the given force.
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B.2 Combined actuator system with viscous damping
Considering the system treated in Sec. B.1 but with inclusion of viscous damping, the basic
equation of motion is the same as Eq. (B.1). This means that solving the damped system
is directly equivalent to solving the analogous undamped problem with the exception that
the wave number k0 must now be substituted with its complex counterpart

k = k0(1 + i1
2
γ), (B.39)

found from the modified Helmholtz equation Eq. (2.56) with γ defined in Eq. (2.53).
Without further ado we can therefore skip the math and go directly to Eq. (B.12), where
we find

p1 = ρ0c
2
a

ω
k
[
Aei(kx−ωt) −Bei(−kx−ωt)

]
. (B.40)

The calculations follow the inviscid case, and we can therefore readily recognize the specific
acoustic impedance from the first part of Eq. (B.23) by substituting k for k0 and c2ak/ω
for ca,

za = ρ0
c2ak

ω

e−2ikL + 1
e−2ikL − 1

(B.41)

=
ρ0c

2
ak0(1 + i1

2γ)
ω

ek0γLe−2ik0L + 1
e2k0γLe−2ik0L − 1

(B.42)

= ρ0ca
(

1 + i1
2
γ

) ek0γL (cos 2k0L− i sin 2k0L) + 1
ek0γL (cos 2k0L− i sin 2k0L)− 1

(B.43)

By tedious algebraic manipulation we can split the expression into real and imaginary
parts,

za = ρ0ca
k0 [cos 2k0L− cosh k0γL]

×[1
2
k0γ sin 2k0L− k0 sinh k0γL− i

(
k0 sin 2k0L+ 1

2
k0γ sinh k0γL

)]
, (B.44)

as we have previously estimated typical values for γ to be on the order of 10−5 it is a
reasonable assumption that 1

2k0γL� 1, which yields

za ≈
ρ0ca

cos 2k0L− 1

[1
2
γ sin 2k0L− k0γL− i

(
sin 2k0L+ 1

2
γ2k0L

)]
, (B.45)

where γ = 0 leads to the inviscid result found in Eq. (B.23). Hereby the system dynamics
can be analyzed. We will not do this however, since remaining analysis methods are
analogous to the inviscid case.
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Appendix C

Extended calculations for
radiation force

This appendix contains calculations connected to the derivation of the acoustic radiation
force on a spherical object in a plane standing wave field. The calculations closely follow
the derivations by Yosioka and Kawasima [19] with the addition of intermediate results.
The essential parts of these calculations are given in a condensed format in Sec. 4.3 and
some left out details are found in [19].

C.1 Basic equations
For a plane acoustic field along the z-axis, there will be no ϕ-dependence. By projection
along ẑ in spherical coordinates we find for normal and tangential components, respec-
tively, that

n · ẑ = r̂ · ẑ = cos θ (C.1a)
t · ẑ = θ̂ · ẑ = − sin θ. (C.1b)

Thereby we get the following from Eq. (4.16)

〈Fa〉 = −2πa2ρ0
〈∫ π

0
v2r cos θ sin θdθ

〉
+ 2πa2

〈∫ π
0
ρ0vrvθ sin2 θdθ

〉
+πa2ρ0

〈∫ π
0
v210 cos θ sin θdθ

〉
− πa2 ρ0

c2a

〈∫ π
0

(∂tφ10)2 cos θ sin θdθ
〉
, (C.2)

where we for simplicity have not expressed the velocity in terms of potentials but exploited

v10 = vtt + vnn = vθθ̂ + vrr̂. (C.3)

If we rewrite Eq. (C.2) in terms of the potential φ10, which will be convenient for subse-
quent calculations, this is in spherical coordinates with no ϕ-dependence related to v10
by

v10 =∇φ10 = r̂∂rφ10 + θ̂1
r
∂θφ10. (C.4)
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The third term on the right hand side of Eq. (C.2) can by using Eq. (C.4) be expressed as

πa2ρ0

〈∫ π
0
v210 cos θ sin θdθ

〉
=

πa2ρ0

〈∫ π
0

[
(∂rφ10)2

r=a + 1
a2

(∂θφ10)2
r=a

]
cos θ sin θdθ

〉
. (C.5)

Similarly from Eqs. (C.3) and (C.4) we can easily rewrite the first term in Eq. (C.2) to

− 2πa2ρ0
〈∫ π

0
v2r cos θ sin θdθ

〉
=

− 2πa2ρ0
〈∫ π

0
(∂rφ10)2

r=a cos θ sin θdθ
〉
. (C.6)

Combining the first term of Eq. (C.5) with Eq. (C.6) we can define

〈Fr〉 =− πa2ρ0
〈∫ π

0
(∂rφ10)2

r=a cos θ sin θdθ
〉
. (C.7)

Analogous rewriting can be performed for the second term,

〈Fθr〉 = 2πa2ρ0
〈∫ π

0
vrvθ sin2 θdθ

〉
= 2πa2ρ0

〈∫ π
0

(∂rφ10)r=a
1
a

(∂θφ10)r=a sin2 θdθ

〉
= 2πaρ0

〈∫ π
0

(∂rφ10)r=a(∂θφ10)r=a sin2 θdθ

〉
. (C.8)

The remaining part of Eq. (C.5) can be defined as

〈Fθ〉 = πa2ρ0
〈∫ π

0

1
a2

(∂θφ10)2
r=a cos θ sin θdθ

〉
= πρ0

〈∫ π
0

(∂θφ10)2
r=a cos θ sin θdθ

〉
. (C.9)

Finally the contribution from the time derived potential can be written directly as〈
Fφ

〉
= −πa2 ρ0

c2a

〈∫ π
0

(∂tφ10)2
r=a cos θ sin θdθ

〉
. (C.10)

Thus the time averaged force on the particle can now be found from

〈Fa〉 = 〈Fr〉+ 〈Fθr〉+ 〈Fθ〉+
〈
Fφ

〉
. (C.11)

C.2 Force in terms of potential inside sphere

As the first order velocity potential φ(p)
10 inside the sphere is of a simpler nature than the

outer potential, it is algebraically advantageous to express 〈Fa〉 by φ(p)
10 . This is easily
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obtained by exploiting the physical boundary conditions to be fulfilled on the surface
namely continuity in normal velocity and pressure,

(∂rφ10)r=a = (∂rφ
(p)
10 )r=a (C.12a)

ρ0(∂tφ10)r=a = ρ(p)0 (∂tφ
(p)
10 )r=a⇒ (∂tφ10)r=a = α(∂tφ

(p)
10 )r=a (C.12b)

ρ0(∂θφ10)r=a = ρ(p)0 (∂θφ
(p)
10 )r=a⇒ (∂θφ10)r=a = α(∂θφ

(p)
10 )r=a, (C.12c)

where the last equality is a consequence of Eq. (C.12b). For further algebraic manipulation
it is advisable to make the variable transformation µ = cos θ, dµ = − sin θdθ leading to
the following, where time averaging is implicitly done but not written for each term,

Fr = −πa2ρ0
∫ 1

−1
(∂rφ

(p)
10 )2µdµ (C.13)

Fθ = πρ0
∫ 1

−1
(α∂θφ

(p)
10 )2µdµ

= πρ0α
2
∫ 1

−1
(∂µφ

(p)
10 )2 sin2 θµdµ

= πρ0α
2
∫ 1

−1
(∂µφ

(p)
10 )2(1− µ2)µdµ (C.14)

Frθ = −2πaρ0
∫ 1

−1
(∂rφ

(p)
10 )(α∂θφ

(p)
10 ) sin θdµ

= −2πaαρ0
∫ 1

−1
(∂rφ

(p)
10 )(∂µφ

(p)
10 )(1− µ2)dµ (C.15)

Fφ = πa2 ρ0
c2a

∫ 1

−1

(
∂tφ

(p)
10

)2
α2µdµ

= −πa2α2 ρ0
c2a

∫ 1

−1

(
∂tφ

(p)
10

)2
µdµ. (C.16)

Here use have been made of the relation sin2 θ = 1− cos2 θ = 1− µ2 and

∂φ

∂θ
= ∂µ
∂θ

∂φ

∂µ
= − sin θ∂µφ. (C.17)

C.3 Scattering on spherical particle
As the spherical particle is impinged by the acoustic wave, a spherical wave propagating
from the particle will be induced. Hereby the potential outside the particle will consist of
both the incoming potential φ10i and the scattered φ10s

φ10 = φ10i + φ10s. (C.18)

Such a scattering is a classical mathematical problem, which in spherical coordinates can
be expressed by infinite series of products of spherical Bessel functions jn and Hankel
functions hn as well as Legendre polynomials. Treatment of the general theory can be
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found in various mathematical textbooks [46] and the scattering in connection to acoustics
can be found in [19] and [47].

The trivial derivations will not be given here, but we will only state the solution in terms
of the potential inside the sphere, which can be found from the potential in Eq. (C.18) by
applying continuity in pressure and velocity [19]. Let the incoming potential relative to
the particle position be given as the following in cartesian coordinates

φ10i = Uk−1
0 eiωt(eik0(z+h) + e−ik0(z+h)), (C.19)

where h is the position of the particle relative to a reference plane as initially used by
King [8] and U is a velocity amplitude. Hereby the internal potential can be written
as [19]

φ
(p)
10 =

∞∑
n=0

(2n+ 1)eiωt(−i)nBnjn(k
(p)
0 a)Pn(cos θ), (C.20)

where Bn is a coefficient to be determined from the boundary conditions. Notice that we
use the eiωt convention in order to keep consistency with the reference [19], although the
previously used e−iωt convention could be used as well. This is merely a mathematical
choice affecting among other things the type of Hankel functions of the external potentials.

C.4 Calculation of coefficients

Use the real physical solution of the potential Eq. (C.20) and define

Re
{
φ

(p)
10

}
= Re

{ ∞∑
n=0

(2n+ 1)eiωt(−i)nBnjn(k
(p)
0 a)Pn(cos θ)

}

≡
∞∑
n=0

(2n+ 1)MnPn(cos θ), (C.21)

with the radial derivative

Re
{
∂rφ

(p)
10

}
= Re

{ ∞∑
n=0

(2n+ 1)eiωt(−i)nBnk
(p)
0 j
′
n(k

(p)
0 a)Pn(cos θ)

}

≡
∞∑
n=0

(2n+ 1)KnPn(cos θ). (C.22)

If we exploit the following identity for Legendre polynomials

∫ 1

−1
µPn(µ)Pl(µ)dµ =


2(l+1)

(2l+1)(2l+3) , n = l + 1
2l

(2l−1)(2l+1) , n = l − 1,
0 , otherwise

(C.23)
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we immediately see that only terms with n = l ± 1 survive and we can thus write

Fr = −πa2ρ0
∫ 1

−1

( ∞∑
n=0

(2n+ 1)KnPn(µ)
)2

µdµ

= −πa2ρ0
∞∑
n=0

2(2n+ 1)Kn(2(n+ 1) + 1)Kn+1
2(n+ 1)

(2n+ 1)(2n+ 3)

= −2πa2ρ0
∞∑
n=0

2(n+ 1)KnKn+1 (C.24)

Similarly for Pφ where
(
Re
{
∂tφ

(p)
10

})2
= ω2 sin2 θ(·)

Fφ = −πa
2α2ρ0
c2a

∫ 1

−1

(
∂tφ

(p)
10

)2
µdµ

= −πa
2α2ω2ρ0
c2a

∞∑
n=0

2(2n+ 1)Mm(2n+ 3)Mn+1
2(n+ 1)

(2n+ 1)(2n+ 3)

= −2πa2α2k2
0ρ0

∞∑
n=0

2(n+ 1)MnMn+1 (C.25)

The following recurrence relation holds for Legendre polynomials,

(1− µ2)∂µPn(µ) = −nµPn(µ) + nPn−1(µ)
= (n+ 1)µPn(µ)− (n+ 1)Pn+1(µ). (C.26)

The orthogonality relation ∫ 1

−1
Pn(µ)Pl(µ)dµ = 2

2n+ 1
δnl, (C.27)

with δnl being the Kronecker delta allows only terms with P 2
n(µ) survive leading to terms

with Kn+1Mn. Together with a few integral relations, calculations similar to Eqs. (C.24)
and (C.25) can be shown to give [19],

Frθ =− 2πaαρ0
∞∑
n=0

2(n+ 1)(n+ 2)KnMn+1

+ 2πaαρ0
∞∑
n=0

2n(n+ 1)Kn+1Mn (C.28)

Fθ = 2πα2ρ0

∞∑
n=0

2n(n+ 1)(n+ 2)MnMn+1 (C.29)
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C.5 Radiation on small spheres
If the spatial extension of the sphere is small in comparison to the wavelength, that is
(k0a)2, (k(p)

0 a)2 � 1, any term higher than n = 2 will not contribute to Mn and Kn found
from Eqs. (C.21) and (C.22) [19]. Thus we can now from Eqs. (C.24)-(C.29) find the force
contributions on the particle as

Fr = −2πa2ρ0 [2K0K1 + 4K1K2] (C.30a)
Fθ = 2πα2ρ0 [12M1M2] (C.30b)
Frθ = −2πaαρ0 [4K0M1 + 12K1M2] + 2πaαρ0 [4M1K2] (C.30c)
Fφ = −2πk2

0a
2α2ρ0 [2M0M1 + 4M1M2] . (C.30d)

The total force is thereby

Fa = −2πρ0
[
2a2(K0K1 + 2K1K2)

− 4aα (M1K2 −K0M1 − 3K1M2)

−2α2
(
6M1M2 − (k0a)

2 (M0M1 + 2M1M2)
)]
. (C.31)

All cross terms between Mn and Kn can be rewritten in terms of either Mn or Kn by
exploiting the following relation for spherical Bessel functions

∂xjn(x) = n
x
jn(x)− jn+1(x), (C.32)

which by applying the chain rule becomes

∂xjn(k0x) = k0
d

d(k0x)
jn(k0x) = k0j

′
n(k0x) = n

x
jn(x)− k0jn+1(k0x). (C.33)

From Eqs. (C.21) and (C.22) we easily find that

Kn = k(p)
0 M

′
n, (C.34)

and hereby we can by exploiting Eq. (C.33) write

Kn = n
a
Mn(k

(p)
0 a)− k

(p)
0 Mn+1(k(p)

0 a) ≡
n

a
Mn − k

(p)
0 Mn+1. (C.35)

We can now write up K0, K1 and K2 in terms of Mn,

K0 = −k(p)
0 M1 (C.36)

K1 = 1
a
M1 − k

(p)
0 M2 (C.37)

K2 = 2
a
M2 − k

(p)
0 M3

= −3
a
M2 + k(p)

0 M1, (C.38)
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where we for the last equality have exploited the recurrence relation

jn+1(x) = (2n+ 1)
x
jn(x)− jn−1(x). (C.39)

Finally we get the following expression for the force

Fa = −2πρ0
[
2a2(1 + 2α)K0K1 − 4a2(α− 1)K1K2

+2(k0a)
2α2M0M1 + 12α(1− α)M1M2

]
. (C.40)

C.6 Writing out terms for small sphere

If we assume that α = O(1), which is valid for e.g. cells and tracer beads in water the
expressions for aKn and Mn can be found by series expansion to second order in (k0a)2

and (k(p)
0 s)2, that is to fourth order in (k0a) and (k(p)

0 s). Subsequently the insignificant
terms can be discarded. For a plane standing wave like Eq. (C.19), we can use now use
the expressions from the appendix in Yosioka and Kawasima [19] to write up aK0 as

aK0 = Re
{
Uk−1

0 e
i(−hk0+ωt)

(
1 + ei2hk0

)
× (C.41)

(cos(k0a) + i sin(k0a))
(
k

(p)
0 a cos(k(p)

0 a)− sin(k(p)
0 a)

)
k

(p)
0 a cos(k(p)

0 a) + (α− 1 + iαk0a) sin(k(p)
0 a)

 . (C.42)

Employing the series expansion we find

aK0 = 1
540α2Uk

−1
0 (k(p)

0 a)
2 cos(k0h)× (C.43)[

−[5(24− 36(k0a)
2 + 53(k0a)

4)(k(p)
0 a)

2

+ 3(8− 4(k0a)
2 + 3(k0a)

4)(15 + (k(p)
0 a)

2)α] cos(ωt)

+4k0a[30α(k0a)
2 + (k(p)

0 a)
2(−30 + (k0a)

2(55 + 2α))] sin(ωt)
]

(C.44)

By discarding the insignificant terms we find the simplified expression

aK0 = 2Uk−1
0 cos(k0h)

[
−(k(p)

0 a)2

3α
cos(ωt)− (k(p)

0 a)4k0a(1− ϑ2α)
9α2 sin(ωt)

]
, (C.45)
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where α = ρ(p)0 /ρ0 and ϑ = k0/k
(p)
0 . Similar calculations can be executed for K1, K2, M0,

M1 and M2 giving the following results.

aK1 = 2Uk−1
0 sin(k0h)

[
− k0a

1 + 2α
cos(ωt) + (k0a)4(1− α)

3(1 + 2α)2 sin(ωt)
]

(C.46)

aK2 = 4Uk−1
0 cos(k0h)

[
− (k0a)2

6 + 9α
cos(ωt) + 2(k0a)7(1− α)

135(2 + 3α)2 sin(ωt)
]

(C.47)

M0 = 2Uk−1
0 cos(k0h)

[
1
α

cos(ωt) + (k(p)
0 a)2k0a(1− αϑ2)

3α2 sin(ωt)
]

(C.48)

M1 = 2Uk−1
0 sin(k0h)

[
− k0a

1 + 2α
cos(ωt) + (k0a)4(1− α)

3(1 + 2α)2 sin(ωt)
]

(C.49)

M2 = 2Uk−1
0 cos(k0h)

[
− (k0a)2

6 + 9α
cos(ωt) + 2(k0a)7(1− α)

135(2 + 3α)2 sin(ωt)
]
. (C.50)

The expressions for aK2 and M2 has been found by separately expanding numerator and
denominator to fifth order in (k0a)2 and (k(p)

0 a)2.
By inserting these expression into Eq. (C.40) and time averaging we can after trivial

algebraic manipulation find the following expression

〈Fa〉 =4π(k0a)3ρ0U
2k−2

0 sin(2k0h)
405α2(1 + 2α)2(2 + 3α)ϑ4 × (C.51)[
4(k0a)

8(α− 1)3α2ϑ4 + 135α[2 + α(7 + 6α)]ϑ2[−1− 2α+ α(−2 + 5α)ϑ2]

−15(k0a)
6(α− 1)(2 + 3α)(αϑ2 − 1)[−1 + α(−2 + 3αϑ2)]

]
(C.52)

As (k0a)2 � 1 we can now see that several terms in Eq. (C.52) are insignificant. Discarding
these terms we are now left with

〈Fa〉 = 4πa3U2k0ρ0C(α, ϑ) sin(2k0h), (C.53)

where C(α, ϑ) is a dimensionless material dependent factor given by

C(α, ϑ) = −2 + 5α
3 + 6α

− 1
3αϑ2 . (C.54)

This can be rewritten to a system where the potential is defined relative to origo, i.e.
φ10i = Uk−1

0 cos(k0z) cos(ωt), which gives the result

〈Fa〉 = 4πa3U2k0ρ0C(α, ϑ) sin(2k0z). (C.55)



Appendix D

Decomposing second-order
equations in general case

In Chap. 5 we have decomposed the second-order Navier–Stokes equation in the special
case v1 = ∇φ1. However, this can only be assumed to be true in the low viscosity case.
We will now treat the case, where we have not made this restriction on v1.

The only gradient terms in the second-order Navier–Stokes equation Eq. (5.14) are
∇ 〈p2〉 and βη∇ 〈∇ · v2〉 which we cannot combine to some ∇

〈
p2,eff

〉
, as we cannot

combine two unknown terms. Thus no terms can readily be unified to a common gradient
term.

However, we know from App. A that v1 can be decomposed after potentials. The
expression for v1 given in Eq. (A.11) can now be inserted in the second-order continuity
and Navier–Stokes equations. For the continuity equation we find

∇ · 〈v2〉 = − 1
ρ0
∇ · 〈ρ1v1〉 (D.1)

= − 1
ρ0
∇ · 〈ρ1∇φ1 + ρ1vr〉 (D.2)

= − 1
ρ0
∇ ·

〈
−ρ1

(
ic2a(1− iγ)
ωρ0

∇ρ1

)
+ ρ1vu

〉
. (D.3)

The Navier–Stokes equation is

〈ρ1∂tv1〉+ ρ0 〈(v1 ·∇)v1〉 = −∇ 〈p2〉+ η∇
2 〈v2〉+ βη∇ 〈∇ · v2〉 , (D.4)

which becomes〈
−ρ1

(
c2a(1− iγ)
ρ0

∇ρ1

)
− ρ1(iωvu)

〉
(D.5)

+ ρ0

〈([
− i(1− iγ)c2a

ρ0ω
∇ρ1 + vu

]
·∇

)(
− i(1− iγ)c2a

ρ0ω
∇ρ1 + vu

)〉
(D.6)

= −∇ 〈p2〉+ η∇
2 〈v2〉+ βη∇ 〈∇ · v2〉 . (D.7)
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We can now use 〈AB + CD〉 = 〈AB〉+〈CD〉 to separate terms. In this way the continuity
equation becomes

∇ · 〈v2〉 = c2a
ωρ20
∇ 〈ρ1 (i(1− iγ)∇ρ1)〉 − 1

ρ0
∇ 〈ρ1vu〉 . (D.8)

The Navier–Stokes equation expands to

− c
2
a

ρ0
〈ρ1 (1− iγ)∇ρ1〉 − 〈ρ1(iωvu)〉 (D.9)

+ ρ0

〈([
− i(1− iγ)c2a

ρ0ω
∇ρ1

]
·∇

)(
− i(1− iγ)c2a

ρ0ω
∇ρ1

)〉
(D.10)

+ ρ0

〈
(vu ·∇)

[
− i(1− iγ)c2a

ρ0ω
∇ρ1

]〉
(D.11)

+ ρ0

〈([
− i(1− iγ)c2a

ρ0ω
∇ρ1

]
·∇

)
vu

〉
+ ρ0 〈(vu ·∇) vu〉 (D.12)

= −∇ 〈p2〉+ η∇
2 〈v2〉+ βη∇ 〈∇ · v2〉 . (D.13)

Compared to the special case with v1 = ∇φ1, we now have four extra terms on the left
hand side contributing to the body force, namely

− 〈ρ1(iωvu)〉+ ρ0 〈(vu ·∇) vu〉 (D.14)

+ ρ0

〈
(vu ·∇)

[
− i(1− iγ)c2a

ρ0ω
∇ρ1

]〉
(D.15)

+ ρ0

〈([
− i(1− iγ)c2a

ρ0ω
∇ρ1

]
·∇

)
vu

〉
, (D.16)

where the second term can be neglected as this has the order of magnitude |vu|2 and
|vu| ∼ γ|vg|, where vg is the gradient term.

As the rest of the equation is equal to the situation with v1 =∇φ1 the analysis from
Sec. 5.2.4 can be transferred directly. The four terms in Eq. (D.16) do not need to be
decomposed as they all contain vu and thus cannot be expected to exceed the body force
terms of Eq. (5.39) in magnitude.

If we know both ρ1 and v1 by e.g. solving the continuity and Navier–Stokes equations
to first order, we are able to identify the extra terms to the body force which stems from
vu by substraction

vu = v1 −K∇ρ1, (D.17)

where K has been defined in Eq. (5.22). Hereby we can solve the decomposed system in
the general case for a viscous system at resonance.



Appendix E

Introduction to corner smoothing

This appendix contains a little introduction to the concepts of corner smoothing. The
implementation is based on Comsol’s own corner smoothing method found in the Navier–
Stokes application mode.

In some of our examples we have solved the Navier–Stokes equation with a slip condi-
tion in the velocity, i.e. v1 · n = 0, from the argumentation that the momentum diffusion
length is so diminutive that it is negligible to first order. However, the slip condition
can numerically fail at corners and other places where boundary segments interconnect as
we in these places do not have a unambiguous definition of the normal vector. Instead
there is a risk of having two normal vectors in different directions as shown at the tip of
a wedge in Fig. E.1. As a consequence of this the two normal vectors can span a plane
and thereby we restrict the full velocity to zero at the intersections by constituting a local
no-slip condition. Especially at convex corners this is most unfortunate as we physically
can expect high velocities at these local points.

�������
��

AAAAAAA
AAn n

n n

Ω HHj���HHj ���
Figure E.1: Numerically, outwards normal vectors can be defined in two different directions where
boundary segments intersect. This locally turns a slip condition into a no-slip condition.

To solve this problem we can employ a method similar to the built-in corner smoothing
in COMSOL’s incompressible Navier–Stokes application mode [56]. The fundamental
principle in this method is to define a new normal vector nw as a set of finite element
variables nwx and nwy at the boundaries. These are coupled to the built-in normal vectors
by the weak constraint

n = nw. (E.1)
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As these normal vectors are not necessarily unit vectors, we introduce the normalized
vector components

nwwx ≡ nojac

 nwx√
n2
wx + n2

wy

 (E.2)

nwwy ≡ nojac

 nwy√
n2
wx + n2

wy

 , (E.3)

where the nojac–operator excludes the computation from contributing to the Jacobian of
the system [57]. This new set of unit normal vectors can now be used in the Dirichlet slip
condition as

v1 · nww = 0, (E.4)

which in cartesian coordinates is implemented as

v1xnwwx + v1ynwwy = 0, (E.5)

or, if the wall vibrates with a normal velocity vwall,

v1xnwwx + v1ynwwy = vwall. (E.6)

With this method we do numerically convert the corners to a smoother transition thus
avoiding non-physical no-slip condition.



Appendix F

Radiation results in round
chamber

This appendix contains plot for comparison of simulation and measurement of the steady
state velocity vr induced by the acoustic radiation force in a round chamber. Further
experimental details and results are found in Hagsäter et al. [1]. The chamber is 200 µm
deep, 2 mm in diameter and connected to 400 µm wide and 11.85 mm long inlet channels.

2d simulations on the entire channel system have been made with hard wall boundary
conditions to determine the acoustic pressure distribution at resonance from the Helmholtz
equation. The domain uses water at 20◦C as propagation medium, and the amplitudes of
the pressure fields are arbitrary due to the eigenvalue problem.

The velocity vr induced from the radiation force is found from Eq. (8.8) using the
material properties of water with PA beads.
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Figure F.1: Radiation force induced velocity and first-order pressure field for numerical and
experimental results. a) Numerical result showing grayscale surface plot of pressure distribution
and nodal lines overlayed with radiation force vector plot at f = 2.14 MHz. b) Experimental result
illustrating radiation force and particle formation in nodal lines at f = 1.94 MHz. The slashed
lines indicate position for cross sectional plot in Fig. F.2. Image b) adapted from [1].
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Figure F.2: Comparison of y-component of the normalized radiation force velocity vry,norm along
the lines from A to A′ shown in Fig. F.1. Numerical results is the solid line and experimental
results are asterisks and dots for measurements to the left and right of the center line, respectively.
The results have maximum amplitudes normalized to unity. Experimental data courtesy of S.M.
Hagsäter.
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Figure F.3: Radiation force induced velocity and first-order pressure field for numerical and
experimental results. a) Numerical result showing grayscale surface plot of pressure distribution
and nodal lines overlayed with radiation force vector plot at f = 2.49 MHz. b) Experimental result
illustrating radiation force and particle formation in nodal lines at f = 2.42 MHz. The slashed
lines indicate position for cross sectional plot in Fig. F.4. Image b) adapted from [1].
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Figure F.4: Comparison of x-component of the normalized radiation force velocity vrx,norm along
the lines from B to B′ shown in Fig. F.3. Numerical results is the solid line and experimental
results are asterisks. The results have maximum amplitudes normalized to unity. Experimental
data courtesy of S.M. Hagsäter.
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Appendix G

Comsol: Helmholtz equation from
GUI

1 %%% Small script for solving the Helmholtz equation in a circular 2
D domain

2 %%% with an eigenvalue solver . Exported and customized from GUI.
3 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
4

5 % Reset and clear environment
6 clear all , close all , clc , flclear fem
7

8 % Manually defined search frequency
9 fsearch =1e6;

10

11 % Constants
12 fem.const = {’c’,’1483 ’};
13

14 % Geometry
15 g1= ellip2 (’1e-3’,’1e-3’,’base ’,’center ’,’pos ’,{’0’,’0’},’rot ’,’0’);
16

17 % Analyzed geometry
18 clear s
19 s.objs ={g1};
20 fem.draw= struct (’s’,s);
21 fem.geom= geomcsg (fem);
22

23 % Initialize mesh
24 fem.mesh= meshinit (fem ,’hmax ’,5e -5);
25

26 % Application mode 1, 2D Helmholtz
27 clear appl
28 appl.mode.class = ’FlPDEG ’;
29 appl.dim = {’p’,’p_t ’};
30 appl.shape = {’shlag (2,’’p’’)’};
31 appl. assignsuffix = ’_g’;
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32 clear bnd
33 bnd.type = ’neu ’;
34 bnd.ind = [1 ,1 ,1 ,1];
35 appl.bnd = bnd;
36 clear equ
37 equ.da = 0;
38 equ.f = ’-lambda ^2/c^2*p’;
39 equ.ga = {{{ ’px’;’py’}}};
40 equ.ind = [1];
41 appl.equ = equ;
42 fem.appl {1} = appl;
43 fem.frame = {’ref ’};
44 fem. border = 1;
45 clear units;
46 units. basesystem = ’SI’;
47 fem.units = units;
48

49 % Multiphysics
50 fem= multiphysics (fem);
51 % Extend mesh
52 fem.xmesh= meshextend (fem);
53

54 % Solve problem for 6 eigenvalues
55 fem.sol= femeig (fem , ...
56 ’solcomp ’,{’p’}, ...
57 ’outcomp ’,{’p’}, ...
58 ’neigs ’ ,6,...
59 ’shift ’ ,2*pi* fsearch );
60

61 % Save fem structure
62 fem0=fem;
63

64 % Show results
65 disp(’omega ’),disp(fem.sol.lambda ’)
66

67 figure
68 postplot (fem , ...
69 ’tridata ’,{’p’,’cont ’,’internal ’}, ...
70 ’trimap ’,’jet (1024) ’, ...
71 ’solnum ’ ,1);



Appendix H

Comsol: Helmholtz equation,
simple version

1 %%% Small script for solving the Helmholtz equation in a circular 2
D domain

2 %%% with an eigenvalue solver . Heavily reduced and altered .
3 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
4

5 % Reset and clear environment
6 clear all , close all , clc , flclear fem
7

8 % Manually defined search frequency
9 fsearch =1e6;

10

11 % Geometry
12 fem.geom= ellip2 (’1e -3’,’1e-3’);
13

14 % Constants
15 fem.const = {’c’,’1483 ’};
16

17 % Initialize mesh
18 fem.mesh= meshinit (fem ,’hmax ’,5e -5);
19

20 % Variables
21 fem.dim = {’p’};
22 % Element type
23 fem.shape = [2];
24

25 % Formulation
26 fem.form = ’general ’;
27 % Equation definition
28 fem.equ.f = {{ ’-lambda ^2/c^2*p’}};
29 fem.equ.ga = {{{ ’px’;’py’}}};
30

31 % Boundary type
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32 fem.bnd.type = ’neu ’;
33 % Boundary assignment
34 fem.bnd.ind = [1 ,1 ,1 ,1];
35

36 % Differentiate
37 fem= femdiff (fem);
38

39 % Extend mesh
40 fem.xmesh= meshextend (fem);
41

42 % Solve problem
43 fem.sol= femeig (fem , ...
44 ’neigs ’ ,6,...
45 ’shift ’ ,2*pi* fsearch );
46

47 % Save current fem structure for restart purposes
48 fem0=fem;
49

50 % Plot solution
51 postsurf (fem ,’p’ ,...
52 ’solnum ’ ,1);



Appendix I

Comsol: Computing higher
derivatives

The following script computes the second spatial derivative of a dependent variable using
an intermediate equation system in weak form. The script is adapted from a formulation
proposed by PhD student Martin Heller, DTU Nanotech.

1 %%% Demonstration of the weak mode for computation of higher
derivatives .

2 %%% This script solves the Helmholtz equation as an eigenvalue
problem and

3 %%% computes the second derivative in x and y for one eigenmode .
4 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
5

6 % Clear environment
7 clear all , close all , flclear fem , clc
8

9 %%% Settings %%%
10 % Mesh size
11 MaxMesh =2e -5;
12 % Search frequency
13 fstart =1.33 e6;
14 % Number of eigenvalues
15 neig =5;
16 % Eigensolution to analyze
17 eignumber =4;
18

19 % Geometry ( simple square )
20 g1= rect2 (2e-3,2e-3,’base ’,’center ’,’pos ’ ,[0 ,0]);
21

22 % Analyzed geometry
23 clear s
24 s.objs ={g1};
25 s.name ={ ’R1’};
26 s.tags ={ ’g1’};
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27

28 fem.draw= struct (’s’,s);
29 fem.geom= geomcsg (fem);
30

31 % Initialize mesh
32 fem.mesh= meshinit (fem , ...
33 ’hmax ’,MaxMesh );
34

35 % Constants
36 fem.const = {’cw’,’1483 ’};
37

38 % Application mode 1 -- Inviscid first -order Helmholtz
39 clear appl
40 appl.mode.class = ’FlPDEG ’;
41 appl.dim = {’p’,’p_t ’};
42 app.shape = {’shlag (2,’’p’’)’};
43 appl. assignsuffix = ’_g’;
44 clear bnd
45 bnd.type = ’neu ’;
46 bnd.ind = [1 ,1 ,1 ,1];
47 appl.bnd = bnd;
48 clear equ
49 equ.da = 0;
50 equ.f = ’lambda ^2/ cw ^2*p’;
51 equ.ind = [1];
52 appl.equ = equ;
53 fem.appl {1} = appl;
54

55 % Application mode 2 -- Second x- derivative
56 clear appl
57 appl.mode.class = ’FlPDEW ’;
58 appl.dim = {’p_xx ’,’p_xx_t ’};
59 app.shape = {’shlag (2,’’p_xx ’’)’};
60 appl. assignsuffix = ’_w’;
61 clear prop
62 clear weakconstr
63 weakconstr .value = ’off ’;
64 weakconstr .dim = {’lm3 ’,’lm4 ’};
65 prop. weakconstr = weakconstr ;
66 appl.prop = prop;
67 clear bnd
68 bnd.weak = ’-test(p_xx)*px*nx’;
69 bnd. constr = ’0’;
70 bnd.ind = [1 ,1 ,1 ,1];
71 appl.bnd = bnd;
72 clear equ
73 equ.weak = ’test(p_xx)*p_xx+test(p_xxx)*px’;
74 equ.dweak = 0;
75 equ.ind = [1];
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76 appl.equ = equ;
77 fem.appl {2} = appl;
78

79 % Application mode 3 -- Second y- derivative
80 clear appl
81 appl.mode.class = ’FlPDEW ’;
82 appl.dim = {’p_yy ’,’p_yy_t ’};
83 app.shape = {’shlag (2,’’p_yy ’’)’};
84 appl. assignsuffix = ’_w’;
85 clear prop
86 clear weakconstr
87 weakconstr .value = ’off ’;
88 weakconstr .dim = {’lm5 ’,’lm6 ’};
89 prop. weakconstr = weakconstr ;
90 appl.prop = prop;
91 clear bnd
92 bnd.weak = ’-test(p_yy)*py*ny’;
93 bnd. constr = ’0’;
94 bnd.ind = [1 ,1 ,1 ,1];
95 appl.bnd = bnd;
96 clear equ
97 equ.weak = ’test(p_yy)*p_yy+test(p_yyy)*py’;
98 equ.dweak = 0;
99 equ.ind = [1];

100 appl.equ = equ;
101 fem.appl {3} = appl;
102

103 fem.frame = {’ref ’};
104 fem. border = 1;
105 clear units;
106 units. basesystem = ’SI’;
107 fem.units = units;
108

109 % Multiphysics
110 fem= multiphysics (fem);
111

112 % Extend mesh
113 fem.xmesh= meshextend (fem);
114

115 % Solver script
116 fem.sol= femeig (fem , ...
117 ’solcomp ’ ,{’p’}, ...
118 ’outcomp ’ ,{’p’}, ...
119 ’neigs ’,neig , ...
120 ’shift ’,fstart *2* pi);
121

122 fem1=fem;
123 sol1 = asseminit (fem1 ,’init ’,fem1 ,’solnum ’,eignumber );
124
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125 fem.sol= femstatic (fem ,...
126 ’init ’,sol1 ,...
127 ’u’,sol1 ,...
128 ’solcomp ’,{’p_xx ’,’p_yy ’}, ...
129 ’outcomp ’,{’p_xx ’,’p_yy ’,’p’});
130 fem.sol= femsol (fem.sol.u,’lambda ’,fem1.sol. lambda ( eignumber ));
131 fem2=fem;
132 flclear fem1
133

134 % Plot solution
135 figure
136 postplot (fem , ...
137 ’tridata ’,{’pxx ’,’cont ’,’internal ’}, ...
138 ’trimap ’,’jet (1024) ’, ...
139 ’title ’,’Surface : pxx ’);
140

141 figure
142 postplot (fem , ...
143 ’tridata ’,{’p_xx ’,’cont ’,’internal ’}, ...
144 ’trimap ’,’jet (1024) ’, ...
145 ’title ’,’Surface : p_xx ’);



Appendix J

Comsol: Corner smoothing

Implementation of corner smoothing in Comsol.

1 %%% Script for implementation of no -slip condition with corner
smoothing .

2 %%% The script solves a harmonically driven sound field expressed
by the

3 %%% continuity and harmonic Navier - Stokes equation . The stress
tensor only

4 %%% contains shear components and the smoothing implementation is
based on

5 %%% COMSOL ’s similar method for the Navier - Stokes application mode.
6 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
7

8 % Reset environment
9 flclear fem , clear all; close all; clc

10 % Load geometry
11 flbinaryfile =’NoSlipSmoothTest .mphm ’;
12

13 % Constants
14 fem.const = {’eta ’,’1e -3*1 e5’, ...
15 ’beta ’,’5/3 ’, ...
16 ’c’,’1483 ’, ...
17 ’rho ’,’998 ’, ...
18 ’gamma ’,’omega*eta *(1+ beta)/( rho*c^2) ’, ...
19 ’n’,’1’, ...
20 ’omega ’,’2*pi*n*c/5e-3’};
21

22 % Geometry
23 clear draw
24 g4= flbinary (’g4’,’draw ’,flbinaryfile );
25 draw.s.objs = {g4};
26 draw.s.name = {’CO2 ’};
27 draw.s.tags = {’g4’};
28 fem.draw = draw;
29 fem.geom = geomcsg (fem);
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30

31 % Initialize mesh
32 fem.mesh= meshinit (fem , ...
33 ’hmax ’,6e -5);
34

35 % Application mode 1
36 clear appl
37 appl.mode.class = ’FlPDEG ’;
38 appl.dim = {’u’,’v’,’p’,’nxw ’,’nyw ’,’u_t ’,’v_t ’,’p_t ’,’nxw_t ’,’

nyw_t ’};
39 appl.shape = {’shlag (2,’’u’’)’,’shlag (2,’’v’’)’,’shlag (1,’’p’’)’};
40 appl. assignsuffix = ’_g’;
41 clear prop
42 clear weakconstr
43 weakconstr .value = ’off ’;
44 weakconstr .dim = {’lm1 ’,’lm2 ’,’lm3 ’,’lm4 ’,’lm5 ’,’lm6 ’,’lm7 ’,’lm8 ’,’

lm9 ’,’lm10 ’};
45 prop. weakconstr = weakconstr ;
46 appl.prop = prop;
47 fem.frame = {’ref ’};
48

49 % Shape functions
50 fem.shape = {’shlag (2,’’u’’)’,’shlag (2,’’v’’)’,’shlag (1,’’p’’)’,’

shlag (1,’’nxw ’’)’,’shlag (1,’’nyw ’’)’};
51

52 % Integration order
53 fem. gporder = {4 ,2 ,0};
54

55 % Constraint order
56 fem. cporder = {2 ,1 ,0};
57

58 % Equation form
59 fem.form = ’general ’;
60 clear units;
61 units. basesystem = ’SI’;
62 fem.units = units;
63

64 % Subdomain settings
65 clear equ
66 equ.init = {{1;0;0}};
67 equ.shape = [1;2;3];
68 equ. cporder = {{1;1;2}};
69 equ.da = 0;
70 equ. gporder = {{1;1;2}};
71 equ.weak = 0;
72 equ.f = {{ ’beta*eta *( uxx+vxy)+i* omega*rho*u-px’;’beta*eta *( uxy+vyy)

+i* omega*rho*v-py’; ...
73 ’p+i*rho*c^2*( ux+vy)/omega ’}};
74 equ.ga = {{{ ’-eta*ux’;’-eta*uy’};{ ’-eta*vx’;’-eta*vy’};{0;0}}};
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75 equ. sshapedim = 1;
76 equ.dinit = 0;
77 equ.ind = [1];
78 equ.dim = {’u’,’v’,’p’};
79

80 % Interior mesh boundary settings
81 equ.bnd. gporder = 1;
82 equ.bnd.weak = 0;
83 equ.bnd.ind = [1];
84

85 % Interior mesh boundary expressions
86 equ.bnd.expr = {};
87 fem.equ = equ;
88

89 % Boundary settings
90 clear bnd
91 bnd.init = {{’’;’’;’’;’nx_g ’;’ny_g ’}};
92 bnd.r = {’-u*nxww_g -v* nyww_g +1’,’-u*nxww_g -v* nyww_g ’}; % Smoothed
93 bnd.shape = [1;2;3;4;5];
94 bnd.dweak = 0;
95 bnd. constr = {{0;0;0; ’nx_g -nxw ’;’ny_g -nyw ’}};
96 bnd. sshape = 1;
97 bnd. cporder = {{1;1;2;2;2}};
98 bnd.g = {{ ’-K_x+Kw_x ’;’-K_y+Kw_y ’;0;0;0}}; % Smoothed
99 bnd. gporder = {{1;1;2;2;2}};

100 bnd.weak = 0;
101 bnd. sshapedim = 1;
102 bnd.dinit = {{}};
103 bnd.ind = [1 ,2 ,2 ,2 ,2 ,2 ,2];
104 bnd.dim = {’u’,’v’,’p’,’nxw ’,’nyw ’};
105 bnd.var = {’nx_g ’,’nx’, ...
106 ’ny_g ’,’ny’};
107

108 % Boundary expressions
109 bnd.expr = {’nxww_g ’,’nojac(nxw/sqrt(nxw ^2+ nyw ^2))’, ...
110 ’nyww_g ’,’nojac(nyw/sqrt(nxw ^2+ nyw ^2))’ ,...
111 ’K_x ’,’eta*ux*nx_g+eta*uy*ny_g ’ ,...
112 ’K_y ’,’eta*vx*nx_g+eta*vy*ny_g ’ ,...
113 ’Kw_x ’,’eta*ux* nxww_g +eta*uy* nyww_g ’ ,...
114 ’Kw_y ’,’eta*vx* nxww_g +eta*vy* nyww_g ’};
115 fem.bnd = bnd;
116

117 % Solution form
118 fem. solform = ’weak ’;
119

120 % Multiphysics
121 fem= multiphysics (fem ,...
122 ’bdl ’ ,[], ...
123 ’sdl ’ ,[]);
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124

125 % Extend mesh
126 fem.xmesh= meshextend (fem);
127

128 % Solve problem
129 fem.sol= femstatic (fem , ...
130 ’solcomp ’,{’nxw ’,’nyw ’,’u’,’p’,’v’}, ...
131 ’outcomp ’,{’nxw ’,’nyw ’,’u’,’p’,’v’});



Appendix K

Comsol: Lossy Helmholtz

Implementation of 2d lossy Helmholtz equation in a square driven by anti-phase moving
walls. Analytical solution given for comparison.

1 %%% Script for solving the viscous Helmholtz equation with the
standard

2 %%% analytical solution as boundary condition , i.e. antisymmetric
moving

3 %%% walls with velocity amplitude ratio of 3. The analytical
solution is

4 %%% given as global expression as well for comparison . Results in
short: The

5 %%% numerical solution does not converge unless we go up very high
in

6 %%% damping , i.e. gamma ~ 10^ -2. Solved for the viscous first - order
density

7 %%% ( rho_1=pv)
8 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
9

10 % Reset workspace
11 clear all , close all , clc , flclear fem
12

13 % Geometry ( square )
14 g2= rect2(’2e-3’,’2e -3’,’base ’,’center ’,’pos ’,{’0’,’0’},’rot ’,’0’);
15

16 % Analyzed geometry
17 clear s
18 s.objs ={g2};
19 s.name ={ ’R1’};
20 s.tags ={ ’g2’};
21

22 fem.draw= struct (’s’,s);
23 fem.geom= geomcsg (fem);
24

25 % Constants
26 fem.const = {’cw’,’1483 ’, ...
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27 ’rho ’,’998 ’, ...
28 ’eta ’,’1e-3’, ...
29 ’beta ’,’5/3 ’, ...
30 ’k’,’3*pi/1e-3’, ...
31 ’omega ’,’k*cw’, ...
32 ’gammadamp ’,’eta *(1+ beta)* omega /( rho*cw ^2) ’, ...
33 ’vw’,’1e -3’, ...
34 ’Kfactor ’,’i*rho*omega /(cw ^2*(1 -i* gammadamp ))’, ...
35 ’kv’,’k/sqrt (1-i* gammadamp )’};
36

37 % Initialize mesh
38 fem.mesh= meshinit (fem , ...
39 ’hmax ’ ,[1.5e -5]);
40

41 % Application mode ( Viscous Helmholtz )
42 clear appl
43 appl.mode.class = ’FlPDEG ’;
44 appl.dim = {’pv’,’pv_t ’};
45 appl. assignsuffix = ’_g’;
46 clear bnd
47 bnd.type = ’neu ’;
48 bnd.g = {’3* Kfactor *vw’,’Kfactor *vw’};
49 bnd.ind = [2 ,1 ,1 ,2];
50 appl.bnd = bnd;
51 clear equ
52 equ.da = 0;
53 equ.f = ’sourcehelm ’;
54 equ.ga = {{{ ’gammax ’;’gammay ’}}};
55 equ.ind = [1];
56 appl.equ = equ;
57 fem.appl {1} = appl;
58 fem.frame = {’ref ’};
59 fem. border = 1;
60 clear units;
61 units. basesystem = ’SI’;
62 fem.units = units;
63

64 % Global expressions
65 fem. globalexpr = {’gammax ’,’pvx ’ ,...
66 ’gammay ’,’pvy ’ ,...
67 ’sourcehelm ’,’-omega ^2/ cw ^2*1/(1 -i* gammadamp )*pv’ ,...
68 ’v1xexact ’,’-vw*sin(kv*x)/sin(kv*1e -3) ’ ,...
69 ’v1yexact ’,’ -3*vw*sin(kv*y)/sin(kv*1e -3) ’ ,...
70 ’rhoexact ’,’i*vw*kv*rho /( omega*sin(kv*1e -3))*( cos(kv*x)+3* cos(

kv*y))’ ,...
71 ’v1xcomp ’,’1/ Kfactor *pvx ’ ,...
72 ’v1ycomp ’,’1/ Kfactor *pvy ’};
73

74 % Multiphysics



143

75 fem= multiphysics (fem);
76

77 % Extend mesh
78 fem.xmesh= meshextend (fem);
79

80 % Solve problem
81 fem.sol= femstatic (fem , ...
82 ’solcomp ’ ,{’pv’}, ...
83 ’outcomp ’ ,{’pv’});
84

85 % Save current fem structure for restart purposes
86 fem0=fem;
87

88 % Plot solution
89

90 % Numerical results
91 figure
92 postplot (fem , ...
93 ’tridata ’,{’imag(pv)’,’cont ’,’internal ’}, ...
94 ’trimap ’,’jet (1024) ’, ...
95 ’title ’,’Surface : imag(pv)’ ,...
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Appendix L

Comsol: Double perturbation

Implementation of 1d double perturbed viscous first-order system off resonance with an-
alytical inviscid input velocity.

1 %%% Script for solving the viscous first - order fields off - resonance
by a

2 %%% double perturbation scheme . The model builds on the inviscid
analytically

3 %%% resolved first -order field with accelerated walls at plus and
minus L. A

4 %%% Trivial Dirichlet is used to solve for the viscous part of the
system .

5 %%% 1D- model for high resolution .
6 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
7

8 % Reset workspace
9 clear all , close all , flclear fem , clc

10

11 % Half domain length (SI units)
12 Lhalf =1e -3;
13 % Mesh points
14 Mpoint =500;
15

16 % Geometry
17 g1= solid1 ([-Lhalf ,Lhalf ]);
18

19 % Analyzed geometry
20 clear s
21 s.objs ={g1};
22 s.name ={ ’I1’};
23 s.tags ={ ’g1’};
24

25 fem.draw= struct (’s’,s);
26 fem.geom= geomcsg (fem);
27

28 % Constants (Water systems off resonance )
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29 fem.const = {’L’,Lhalf , ...
30 ’eta ’,’1e-3’, ...
31 ’beta ’,’5/3 ’, ...
32 ’gamma ’,’eta *(1+ beta)*omega /( rho*c^2) ’, ...
33 ’c’,’1483 ’, ...
34 ’k’,’9/4* pi/L’, ...
35 ’omega ’,’k*c’, ...
36 ’rho ’,’998 ’, ...
37 ’l’,’1e-9’};
38

39 % Initialize mesh
40 fem.mesh= meshinit (fem , ...
41 ’hmax ’ ,2* Lhalf/ Mpoint );
42

43 % Application mode (General , double perturbation in continuity and
Navier - Stokes )

44 clear appl
45 appl.mode.class = ’FlPDEG ’;
46 appl.dim = {’u11 ’,’p11 ’,’u11_t ’,’p11_t ’};
47 appl. gporder = 4;
48 appl. cporder = 2;
49 appl. assignsuffix = ’_g’;
50 clear bnd
51 bnd.type = ’dir ’;
52 bnd.r = ’-u11 ’;
53 bnd.ind = [1 ,1];
54 appl.bnd = bnd;
55 clear equ
56 equ.da = 0;
57 equ.f = {{ ’fx’;’fp’}};
58 equ.ga = {{ ’gammaxx ’;0}};
59 equ.ind = [1];
60 appl.equ = equ;
61 fem.appl {1} = appl;
62 fem.frame = {’ref ’};
63 fem. border = 1;
64 clear units;
65 units. basesystem = ’SI’;
66 fem.units = units;
67

68 % Global expressions
69 fem. globalexpr = {’F11x ’,’eta *( diff(diff(u10 ,x),x))+beta*eta *( diff(

diff(u10 ,x),x))’ ,...
70 ’fx’,’i*omega*rho*u11+F11x ’ ,...
71 ’fp’,’i*omega*p11 -rho *( u11x)’ ,...
72 ’gammaxx ’,’c^2* p11 ’ ,...
73 ’u10 ’,’omega*l/sin(k*L)*sin(k*x)’ ,...
74 ’u1series ’,’omega*l*( sin(k*x)+i*k*gamma /2*x*cos(k*x

))/( sin(k*L)+i*k*gamma /2*L*cos(k*L))’ ,...
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75 ’u1exact ’,’omega*l*sin(k*x/sqrt (1-i*gamma))/sin(k*L
/sqrt (1-i*gamma))’};

76

77 % Multiphysics
78 fem= multiphysics (fem);
79

80 % Extend mesh
81 fem.xmesh= meshextend (fem);
82

83 % Solve problem
84 fem.sol= femstatic (fem , ...
85 ’solcomp ’,{’u11 ’,’p11 ’}, ...
86 ’outcomp ’,{’u11 ’,’p11 ’});
87

88 % Save current fem structure for restart purposes
89 fem0=fem;
90

91 % Plot solution
92

93 figure
94 postlin (fem ,’imag(u11+u10)’);
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Appendix M

Comsol: Second-order direct
implementation

Direct implementation of the time-averaged second-order continuity and Navier–Stokes
equations Eqs. (2.86) and (2.97) with an analytical first-order input.

1 function SecondOrderAnalyticalInput (dummy)
2

3 %%% Implementation of second -order NS and continuity without
decomposition .

4 %%% The system is solved for v_2 and p_2rep ( which for notational
ease is

5 %%% called (u2 ,v2) and p2). The analytical inpit is the square
chamber with

6 %%% walls vibrating in antiphase at resonance similar to the TGJ
7 %%% implementation . Implemented as function to be called by

external
8 %%% script .
9 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.

10

11 % Prepare system by cleaning up
12 flclear fem
13 if nargin ==0
14 clear all
15 PlotSave =0; % Boolean for saving plots
16 end
17 close all
18 clc
19

20 global fem
21 global etascale
22 if nargin ==0
23 etascale =1e0;
24 end
25

26 % Geometry
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27 g2=rect2(’2e-3’,’2e-3 ’,’base ’,’center ’,’pos ’,{’0’,’0’},’rot ’,’0’);
28

29 % Analyzed geometry
30 clear s
31 s.objs ={g2};
32 s.name ={ ’R1’};
33 s.tags ={ ’g2’};
34

35 fem.draw= struct (’s’,s);
36 fem.geom= geomcsg (fem);
37

38 % Constants ( Viscosity altered )
39 fem.const = {’L’,’1e-3’ ,...
40 ’rhow ’,’998.2 ’, ...
41 ’cw’,’1483 ’, ...
42 ’beta ’,’5/3 ’, ...
43 ’eta ’,1e -3* etascale , ...
44 ’omega ’,’cw*n*pi/L’, ...
45 ’gammadamp ’,’omega *(1+ beta)*eta /( rhow*cw ^2) ’, ...
46 ’r’,’3’ ,...
47 ’n’,’3’ ,...
48 ’k’,’omega /(cw*sqrt (1-i* gammadamp ))’ ,...
49 ’l’,’1e -13 ’ ,...
50 ’K’,’-i*omega /( rhow*k^2) ’};
51

52 % Initialize mesh
53 fem.mesh= meshinit (fem , ...
54 ’hmax ’ ,[3e -5]);
55

56 % ( Default values are not included )
57

58 % Application mode 1
59 clear appl
60 appl.mode.class = ’FlPDEG ’;
61 appl.dim = {’u2’,’v2’,’p2’,’u2_t ’,’v2_t ’,’p2_t ’};
62 appl.shape = {’shlag (2,’’u2’’)’,’shlag (2,’’v2’’)’,’shlag (1,’’p2’’)’

};
63 appl. assignsuffix = ’_g’;
64 clear prop
65 clear weakconstr
66 weakconstr .value = ’off ’;
67 weakconstr .dim = {’lm2 ’,’lm3 ’,’lm4 ’,’lm5 ’,’lm6 ’,’lm7 ’};
68 prop. weakconstr = weakconstr ;
69 appl.prop = prop;
70 clear bnd
71 bnd.r = {{ ’J2X ’;’J2Y ’;’0’}}; % No -slip in mass flux
72 bnd.ind = [1 ,1 ,1 ,1];
73 appl.bnd = bnd;
74 clear equ
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75 equ.da = 0;
76 equ.f = {{ ’Fx’;’Fy’;’u2x+v2y -S’}};
77 equ.ga = {{{ ’gammaxx ’;’gammaxy ’};{ ’gammayx ’;’gammayy ’};{0;0}}};
78 equ.ind = [1];
79 appl.equ = equ;
80 fem.appl {1} = appl;
81 fem.frame = {’ref ’};
82

83 % Global expressions
84 fem. globalexpr = {
85 ’pv’,’-i*rhow*k*omega*l*cw ^2/( omega*sin(k*L))*( cos(k*x)+r*cos(k

*y))’ ,...
86 ’vx’,’omega*l/sin(k*L)*sin(k*x)’ ,...
87 ’vy’,’r*omega*l/sin(k*L)*sin(k*y)’ ,...
88 ’gammaxx ’,’-p2+( beta +1)*eta*u2x ’ ...
89 ’gammaxy ’,’eta *( u2y+beta*v2x)’ ...
90 ’gammayx ’,’eta *( v2x+beta*u2y)’ ...
91 ’gammayy ’,’-p2+( beta +1)*eta*v2y ’, ...
92 ’S’,’ -1/(2* cw ^2* rhow)*real(diff(pv ,x)*conj(vx)+pv*conj(diff(vx ,

x))+diff(pv ,y)*conj(vy)+pv*conj(diff(vy ,y)))’ ,...
93 ’Fx’,’rhow /2* real ((vx*conj(diff(vx ,x))+vy*conj(diff(vx ,y)))+vx

*( conj(diff(vx ,x))+conj(diff(vy ,y))))’ ,...
94 ’Fy’,’rhow /2* real ((vx*conj(diff(vy ,x))+vy*conj(diff(vy ,y)))+vy

*( conj(diff(vx ,x))+conj(diff(vy ,y))))’, ...
95 ’J2X ’,’rhow*u2 +1/(2* cw ^2)*real(pv*conj(vx))’ ,...
96 ’J2Y ’,’rhow*v2 +1/(2* cw ^2)*real(pv*conj(vy))’ ,...
97 ’p2analytFpart ’,’ -1/2* rhow *1/2* real ((vx*conj(vx)+vy*conj(vy)))

+1/(2* rhow*cw ^2) *1/2* real ((1+i* gammadamp )*pv*conj(pv))’ ,...
98 ’p2analytBpart ’,’ -(1+ beta)*eta /(4* rhow*cw ^4)*real(K*(2* diff(pv ,

x)*conj(diff(pv ,x))+pv*conj(diff(diff(pv ,x),x))+conj(pv)*
diff(diff(pv ,x),x)+2* diff(pv ,y)*conj(diff(pv ,y))+pv*conj(
diff(diff(pv ,y),y))+conj(pv)*diff(diff(pv ,y),y)))’ ,...

99 ’p2analyt ’,’p2analytFpart + p2analytBpart ’};
100

101 % Multiphysics
102 fem= multiphysics (fem);
103

104 % Extend mesh
105 fem.xmesh= meshextend (fem);
106

107 % Solve problem
108 fem.sol= femstatic (fem , ...
109 ’solcomp ’,{’v2’,’u2’,’p2’}, ...
110 ’outcomp ’,{’v2’,’u2’,’p2’});
111

112 % Save current fem structure for restart purposes
113 fem0=fem;
114

115 if nargin ==0
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116 % Plot solution
117 figure
118 postplot (fem , ...
119 ’tridata ’,{’real(pv)’,’cont ’,’internal ’}, ...
120 ’trimap ’,’jet (1024) ’, ...
121 ’title ’,’Surface : real of p’);
122 end



Appendix N

Comsol: Second-order
decomposed incompressible

Implementation of the time-averaged decomposed second-order continuity and Navier–
Stokes equations Eqs. (5.3) and (5.33) with an analytical first-order input.

1 function SecondOrderSmallBodyForceAnalyticalInputIncomp (dummy)
2

3 %%% Implementation of second -order NS and continuity with small
body force.

4 %%% The system is solved for v_2inc and p_2rep (which for
notational ease is

5 %%% called (u2 ,v2) and p2). First -order quantities must comply with
the

6 %%% restriction that the velocity can be expressed as gradient
field. In

7 %%% this case we use the square chamber with walls vibrating in
antiphase

8 %%% at resonance similar to the TGJ implementation . Implemented as
function

9 %%% to be called by external script .
10 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
11

12 % Prepare system by cleaning up
13 flclear fem
14 if nargin ==0
15 clear all
16 PlotSave =0; % Boolean for saving plots
17 end
18 close all
19 clc
20

21 global fem
22 global etascale
23 if nargin ==0
24 etascale =1e0;
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25 end
26

27 % Geometry
28 g2=rect2(’2e-3’,’2e-3 ’,’base ’,’center ’,’pos ’,{’0’,’0’},’rot ’,’0’);
29

30 % Analyzed geometry
31 clear s
32 s.objs ={g2};
33 s.name ={ ’R1’};
34 s.tags ={ ’g2’};
35

36 fem.draw= struct (’s’,s);
37 fem.geom= geomcsg (fem);
38

39 % Constants
40 fem.const = {’L’,’1e-3’ ,...
41 ’rhow ’,’998.2 ’, ...
42 ’cw’,’1483 ’, ...
43 ’beta ’,’5/3 ’, ...
44 ’eta ’,1e -3* etascale , ...
45 ’omega ’,’cw*n*pi/L’, ...
46 ’gamma ’,’omega *(1+ beta)*eta /( rhow*cw ^2) ’, ...
47 ’r’,’3’ ,...
48 ’n’,’3’ ,...
49 ’k’,’omega /(cw*sqrt (1-i* gamma))’ ,...
50 ’l’,’1e -13 ’ ,...
51 ’K’,’-i*omega /( rhow*k^2) ’};
52

53 % Initialize mesh
54 fem.mesh= meshinit (fem , ...
55 ’hmax ’ ,[3.5e -5]);
56

57 % ( Default values are not included )
58

59 % Application mode 1, second -order NS & continuity
60 clear appl
61 appl.mode.class = ’FlPDEG ’;
62 appl.dim = {’u2’,’v2’,’p2’,’u2_t ’,’v2_t ’,’p2_t ’};
63 appl.shape = {’shlag (2,’’u2’’)’,’shlag (2,’’v2’’)’,’shlag (1,’’p2’’)’

};
64 appl. assignsuffix = ’_g’;
65 clear prop
66 clear weakconstr
67 weakconstr .value = ’off ’;
68 weakconstr .dim = {’lm2 ’,’lm3 ’,’lm4 ’,’lm5 ’,’lm6 ’,’lm7 ’};
69 prop. weakconstr = weakconstr ;
70 appl.prop = prop;
71 clear bnd
72 bnd.r = {{ ’u2’;’v2’;’0’}}; % No -slip
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73 bnd.ind = [1 ,1 ,1 ,1];
74 appl.bnd = bnd;
75 clear equ
76 equ.da = 0;
77 equ.f = {{ ’-BFx ’;’-BFy ’;’u2x+v2y ’}};
78 equ.ga = {{{ ’gammaxx ’;’gammaxy ’};{ ’gammayx ’;’gammayy ’};{0;0}}};
79 equ.ind = [1];
80 appl.equ = equ;
81 fem.appl {1} = appl;
82 fem.frame = {’ref ’};
83

84 % Global expressions , rhov= rho_viscous , vx=v_(1,x), vy=v_(1,y).
85

86 fem. globalexpr = {
87 ’rhov ’,’-i*rhow*k* omega*l/( omega*sin(k*L))*( cos(k*x)+r*cos(k*y)

)’ ,...
88 ’vx’,’omega*l/sin(k*L)*sin(k*x)’ ,...
89 ’vy’,’r*omega*l/sin(k*L)*sin(k*y)’ ,...
90 ’gammaxx ’,’-p2+eta*u2x ’, ...
91 ’gammaxy ’,’eta*u2y ’, ...
92 ’gammayx ’,’eta*v2x ’, ...
93 ’gammayy ’,’-p2+eta*v2y ’, ...
94 ’BFx1 ’,’real(rhov)*imag(diff(rhov ,x))-imag(rhov)*real(diff(rhov

,x))’ ,...
95 ’BFx2 ’,’real(rhov)*( imag(diff(diff(diff(rhov ,x),x),x))+imag(

diff(diff(diff(rhov ,x),y),y)))+imag(diff(rhov ,x))*( real(diff
(diff(rhov ,x),x))+real(diff(diff(rhov ,y),y)))+2*( real(diff(
rhov ,x))*imag(diff(diff(rhov ,x),x))+real(diff(rhov ,y))*imag(
diff(diff(rhov ,x),y)))’ ,...

96 ’BFx3 ’,’imag(rhov)*( real(diff(diff(diff(rhov ,x),x),x))+real(
diff(diff(diff(rhov ,x),y),y)))+real(diff(rhov ,x))*( imag(diff
(diff(rhov ,x),x))+imag(diff(diff(rhov ,y),y)))+2*( imag(diff(
rhov ,x))*real(diff(diff(rhov ,x),x))+imag(diff(rhov ,y))*real(
diff(diff(rhov ,x),y)))’ ,...

97 ’BFx ’,’gamma*cw ^2/(2* rhow)*BFx1 -( eta*cw ^2) /(2* rhow ^2* omega)*(
BFx2 -BFx3)’ ,...

98 ’BFy1 ’,’real(rhov)*imag(diff(rhov ,y))-imag(rhov)*real(diff(rhov
,y))’ ,...

99 ’BFy2 ’,’real(rhov)*( imag(diff(diff(diff(rhov ,y),x),x))+imag(
diff(diff(diff(rhov ,y),y),y)))+imag(diff(rhov ,y))*( real(diff
(diff(rhov ,x),x))+real(diff(diff(rhov ,y),y)))+2*( real(diff(
rhov ,x))*imag(diff(diff(rhov ,x),y))+real(diff(rhov ,y))*imag(
diff(diff(rhov ,y),y)))’ ,...

100 ’BFy3 ’,’imag(rhov)*( real(diff(diff(diff(rhov ,y),x),x))+real(
diff(diff(diff(rhov ,y),y),y)))+real(diff(rhov ,y))*( imag(diff
(diff(rhov ,x),x))+imag(diff(diff(rhov ,y),y)))+2*( imag(diff(
rhov ,x))*real(diff(diff(rhov ,x),y))+imag(diff(rhov ,y))*real(
diff(diff(rhov ,y),y)))’ ,...
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101 ’BFy ’,’gamma*cw ^2/(2* rhow)*BFy1 -( eta*cw ^2) /(2* rhow ^2* omega)*(
BFy2 -BFy3)’ ,...

102 ’rho1vx ’,’ -1/(2* rhow)*real(rhov*conj(vx))’ ,...
103 ’rho1vy ’,’ -1/(2* rhow)*real(rhov*conj(vy))’ ,...
104 ’p2full ’,’p2 -rhow /4* real(vx*conj(vx)+vy*conj(vy))+cw ^2/(4* rhow)

*real(rhov*conj(rhov))-beta*eta /( rhow *2)*real(conj(vx)*diff(
rhov ,x)+rhov*conj(diff(vx ,x))+conj(vy)*diff(rhov ,y)+rhov*
conj(diff(vy ,y)))+ gamma*eta*cw ^2/(4* rhow ^2* omega)*(2* real(
rhov)*real(diff(diff(rhov ,x),x))+2* real(diff(rhov ,x))^2+2*
real(rhov)*real(diff(diff(rhov ,y),y))+2* real(diff(rhov ,y))
^2+2* imag(rhov)*imag(diff(diff(rhov ,x),x))+2* imag(diff(rhov ,
x))^2+2* imag(rhov)*imag(diff(diff(rhov ,y),y))+2* imag(diff(
rhov ,y))^2) ’ ,...

105 ’u2full ’,’u2+ rho1vx ’ ,...
106 ’v2full ’,’v2+ rho1vy ’
107 };
108

109 % Multiphysics
110 fem= multiphysics (fem);
111

112 % Extend mesh
113 fem.xmesh= meshextend (fem);
114

115 % Solve problem
116 fem.sol= femstatic (fem , ...
117 ’solcomp ’,{’v2’,’u2’,’p2’}, ...
118 ’outcomp ’,{’v2’,’u2’,’p2’});
119

120 % Save current fem structure for restart purposes
121 fem0=fem;
122

123 if nargin ==0
124 % Plot solution
125 figure
126 postplot (fem , ...
127 ’tridata ’,{’real(rhov)’,’cont ’,’internal ’}, ...
128 ’trimap ’,’jet (1024) ’, ...
129 ’title ’,’Surface : real of rho_1 ’);
130 end



Appendix O

Comsol: Second-order decomposed

Implementation of the time-averaged decomposed second-order continuity and Navier–
Stokes equations Eqs. (2.86) and (5.39) with an analytical first-order input.

1 function SecondOrderSmallBodyForceAnalyticalInput (dummy)
2

3 %%% Implementation of second -order NS and continuity with small
body force.

4 %%% The system is solved for v_2 and p_2rep ( which for notational
ease is

5 %%% called (u2 ,v2) and p2). First -order quantities must comply with
the

6 %%% restriction that the velocity can be expressed as gradient
field. In

7 %%% this case we use the square chamber with walls vibrating in
antiphase

8 %%% at resonance similar to the TGJ implementation . Implemented as
function

9 %%% to be called by external script .
10 %%% MSc student Peder Skafte -Pedersen , TMF , DTU Nanotech , 2007.
11

12 % Prepare system by cleaning up
13 flclear fem
14 if nargin ==0
15 clear all
16 PlotSave =0; % Boolean for saving plots
17 end
18 close all , clc
19

20 global fem
21 global etascale
22 if nargin ==0
23 etascale =1e0;
24 end
25

26 % Geometry

157
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27 g2=rect2(’2e-3’,’2e-3 ’,’base ’,’center ’,’pos ’,{’0’,’0’},’rot ’,’0’);
28

29 % Analyzed geometry
30 clear s
31 s.objs ={g2};
32 s.name ={ ’R1’};
33 s.tags ={ ’g2’};
34

35 fem.draw= struct (’s’,s);
36 fem.geom= geomcsg (fem);
37

38 % Constants
39 fem.const = {’L’,’1e-3’ ,...
40 ’rhow ’,’998.2 ’, ...
41 ’cw’,’1483 ’, ...
42 ’beta ’,’5/3 ’, ...
43 ’eta ’,1e -3* etascale , ...
44 ’omega ’,’cw*n*pi/L’, ...
45 ’gamma ’,’omega *(1+ beta)*eta /( rhow*cw ^2) ’, ...
46 ’r’,’3’ ,...
47 ’n’,’3’ ,...
48 ’k’,’omega /(cw*sqrt (1-i* gamma))’ ,...
49 ’l’,’1e -13 ’ ,...
50 ’K’,’-i*omega /( rhow*k^2) ’};
51

52 % Initialize mesh
53 fem.mesh= meshinit (fem , ...
54 ’hmax ’ ,[3.5e -5]);
55

56 % Application mode 1, second -order NS & continuity
57 clear appl
58 appl.mode.class = ’FlPDEG ’;
59 appl.dim = {’u2’,’v2’,’p2’,’u2_t ’,’v2_t ’,’p2_t ’};
60 appl.shape = {’shlag (2,’’u2’’)’,’shlag (2,’’v2’’)’,’shlag (1,’’p2’’)’

};
61 appl. assignsuffix = ’_g’;
62 clear prop
63 clear weakconstr
64 weakconstr .value = ’off ’;
65 weakconstr .dim = {’lm2 ’,’lm3 ’,’lm4 ’,’lm5 ’,’lm6 ’,’lm7 ’};
66 prop. weakconstr = weakconstr ;
67 appl.prop = prop;
68 clear bnd
69 bnd.r = {{ ’J2X ’;’J2Y ’;’0’}}; % No -slip
70 bnd.ind = [1 ,1 ,1 ,1];
71 appl.bnd = bnd;
72 clear equ
73 equ.da = 0;
74 equ.f = {{ ’-Fx’;’-Fy’;’u2x+v2y -S’}};
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75 equ.ga = {{{ ’gammaxx ’;’gammaxy ’};{ ’gammayx ’;’gammayy ’};{0;0}}};
76 equ.ind = [1];
77 appl.equ = equ;
78 fem.appl {1} = appl;
79 fem.frame = {’ref ’};
80 % Global expressions (No Taylor expanded first - order - i.e. exact

with slip condition )
81 fem. globalexpr = {
82 ’rhov ’,’-i*rhow*k* omega*l/( omega*sin(k*L))*( cos(k*x)+r*cos(k*y)

)’ ,...
83 ’vx’,’omega*l/sin(k*L)*sin(k*x)’ ,...
84 ’vy’,’r*omega*l/sin(k*L)*sin(k*y)’ ,...
85 ’gammaxx ’,’-p2+eta *(1+ beta)*u2x ’ ...
86 ’gammaxy ’,’eta*u2y+beta*eta*v2x ’ ...
87 ’gammayx ’,’eta*v2x+beta*eta*u2y ’ ...
88 ’gammayy ’,’-p2+eta *(1+ beta)*v2y ’, ...
89 ’S’,’ -1/(2* rhow)*real(diff(rhov ,x)*conj(vx)+rhov*conj(diff(vx ,x

))+diff(rhov ,y)*conj(vy)+rhov*conj(diff(vy ,y)))’ ,...
90 ’Fx’,’gamma*cw ^2/(2* rhow)*( real(rhov)*imag(diff(rhov ,x))-imag(

rhov)*real(diff(rhov ,x)))’ ,...
91 ’Fy’,’gamma*cw ^2/(2* rhow)*( real(rhov)*imag(diff(rhov ,y))-imag(

rhov)*real(diff(rhov ,y)))’ ,...
92 ’J2X ’,’rhow*u2 +1/(2) *real(rhov*conj(vx))’ ,...
93 ’J2Y ’,’rhow*v2 +1/(2) *real(rhov*conj(vy))’ ,...
94 ’rhovx ’,’ -1/(2* rhow)*real(rhov*conj(vx))’ ,...
95 ’rhovy ’,’ -1/(2* rhow)*real(rhov*conj(vy))’ ,...
96 ’p2full ’,’p2 -rhow /4* real(vx*conj(vx)+vy*conj(vy))+cw ^2/(4* rhow)

*real(rhov*conj(rhov))’
97 };
98

99 % Multiphysics
100 fem= multiphysics (fem);
101

102 % Extend mesh
103 fem.xmesh= meshextend (fem);
104

105 % Solve problem
106 fem.sol= femstatic (fem , ...
107 ’solcomp ’,{’v2’,’u2’,’p2’}, ...
108 ’outcomp ’,{’v2’,’u2’,’p2’});
109

110 % Save current fem structure for restart purposes
111 fem0=fem;
112

113 if nargin ==0
114 % Plot solution
115 figure
116 postplot (fem , ...
117 ’tridata ’,{’real(rhov)’,’cont ’,’internal ’}, ...
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118 ’trimap ’,’jet (1024) ’, ...
119 ’title ’,’Surface : real of rho_1 ’);
120 end
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