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Abstract

Ultrasonic velocimetry is an experimental technique that can be used to obtain information
on various types of aqueous solutions. Since the ultrasonic velocity depends on both the
density and adiabatic compressibility of the aqueous solution, ultrasonic velocimetry is
often combined with densimetry to obtain information of the volumetric as well as the
elastic properties of the solutes dissolved in the solution.

This thesis examines to what extent information on aqueous solutions can be obtained
when ultrasonic velocimetry is applied as a stand-alone technique. In order to pursue
this objective, a theoretical framework for interpreting ultrasonic velocities recorded in
aqueous solutions in the limit of infinite solute dilution is presented. This framework is
used to treat experimental results recorded for three different classes of aqueous solutions
containing low-weight molecules, surfactants and proteins, respectively. The outcome of
this treatment implies that the intermolecular interactions between solutes in aqueous
solutions in general are negligible in the investigated concentration regimes but that in-
tramolecular solute interactions are important for a correct interpretation of the ultrasonic
velocity. Furthermore, it is found that the changes in ultrasonic velocity associated with
the addition of solutes to water are associated to changes in both solution density and
compressibility. However, when the temperature is increased, the differential ultrasonic
velocities between the aqueous solutions and a water reference are found to decrease due
to primarily changes in solution compressibility. For aqueous protein solutions, it is found
that the differential ultrasonic velocity is primarily due to hydration. However, to account
for the decrease in differential ultrasonic velocity observed for increasing temperatures for
protein solutions, it is found that both hydration and intrinsic contributions are impor-
tant. Moreover, experiments on Lipolase solutions imply that ultrasonic velocimetry can
be used to investigate Ca2+ induced protein aggregation.

The experimentally recorded differential ultrasonic velocities are also attempted nor-
malized to various parameters that scale with the size of the solutes, namely the solute
molar mass, number of atoms per solute, solvent excluded surface area and solvent acces-
sible surface area. It is found that the differential ultrasonic velocities do not scale with
a single solution parameter implying that more advances normalization procedures are
required.
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Resumé

Ultrasonisk velocimetri er en eksperimentel teknik, der kan bruges til at opn̊a information
om forskellige typer af vandige opløsninger. Da ultralydshastigheden afhænger af b̊ade
densitet og adiabatisk kompressibilitet af de vandige opløsninger er ultrasonisk velocimetri
ofte kombineret med densimetri for at opn̊a information om b̊ade de volumetriske og
elastiske egenskaber af de opløste substanser.

Denne afhandling undersøger hvor meget information der kan opn̊as om vandige opløs-
ninger n̊ar ultrasonisk velocimetri bruges uden andre supplerende eksperimentelle teknikker.
Derfor præsenteres en række teoretiske formler udledt i grænsen af uendelig fortynd-
ing af de opløste substanser. Disse formler bruges til at behandle eksperimentelle re-
sultater målt for tre forskellige klasser af vandige opløsninger henholdsvis indeholdende
lavmolekylære substanser, surfaktanter og proteiner. Det viser sig at intermolekylær vek-
selvirkning mellem de opløste substanser generelt kan negligeres i de undersøgte koncen-
trationsomr̊ader, mens intramolekylær vekselvirkning er vigtig for en korrekt fortolkn-
ing af de målte ultralydshastigheder. Derudover viser det sig at ændringer i ultralyd-
shastigheden forekommende ved opløsning af substanser i vand kan relateres til ændringer
i b̊ade opløsningens densitet og kompressibilitet. N̊ar temperaturen stiger måles en min-
dre forskel mellem ultralydshastighederne i vandige opløsninger og rent vand i alle udførte
forsøg. Denne mindre forskel relateres til ændring i opløsningens kompressibilitet relativt
til vands kompressibilitet. For vandige proteinopløsninger er det fundet at forskelle i ul-
tralydshastighed mellem opløsning og rent vand primært kan henføres til hydrering. Dog
er det ogs̊a fundet at den mindre forskel i ultralydshastighed mellem proteinopløsninger
og rent vand associeret til stigende temperaturer b̊ade er p̊a grund af hydrering og intrin-
siske bidrag. Derudover viser det sig at ultrasonisk velocimetri kan bruges til at undersøge
Ca2+-induceret proteinaggregering.

De eksperimentelt målte forskelle i ultralydshastigheder er ogs̊a forsøgt normaliseret til
forskellige parametre, der skalerer med størrelsen af de opløste substanser, dvs. den molære
masse af de opløste substanser, antallet af atomer pr. opløst substans, det molekylære
overfladeareal samt det solvent-tilgængelige overfladeareal. Det ses at forskellene i ultra-
lydshastighederne ikke skaleres med en enkelt parameter indikerende at mere avancerede
normaliseringsmodeller er nødvendige.
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Chapter 1

Introduction

Many physical experimental techniques are known to give information about the prop-
erties of molecules dissolved in aqueous solutions. Examples of such techniques include
nuclear magnetic resonance spectroscopy, dynamic light scattering, fluorescent imaging
and calorimetric methods. All of these experimental techniques give information about
different observables associated with the studied model systems and all have their indi-
vidual strengths and weaknesses. This master thesis is primarily concerned with another
example of such a physical experimental technique, namely ultrasonic velocimetry and
its applicability on various types of aqueous solutions. To give the reader an introduc-
tion to the many applications of ultrasonic velocimetry on aqueous solutions, this chapter
contains a short literature review on the topic in Section 1.1. This review does not give
any mathematically rigid or theoretically complete introduction to ultrasonic velocime-
try (such an introduction will follow in Chapter 2) nor is it meant to be comprehensive.
Rather, the review is meant to give the reader a feeling of the many possible hypotheses
and conclusions that may arise when applying ultrasonic velocimetry to aqueous solu-
tions, either when using the technique as a stand-alone method or in combination with
other experimental techniques, to motivate the relevance and importance of working with
this technique. After this review, the chapter is rounded off by stating the objectives in
Section 1.2 and outlining the contents of the thesis in Section 1.3.

1.1 Ultrasonic velocimetry

An acoustic wave is a longitudinal wave propagating through a given medium with ac-
companying variations in the pressure, density and velocity fields of that medium [3].
Ultrasonic waves are acoustic waves propagating with a frequency above 20 kHz. In ul-
trasonic velocimetry, the propagation velocity of the ultrasonic wave, called the ultrasonic
velocity, is typically measured applying wave frequencies in the frequency range between
5 to 10 MHz. The ultrasonic velocity, U , in a given medium depends on the mass density,
ρ, and the adiabatic compressibility, βS , of that medium through a simple mathematical
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2 CHAPTER 1. INTRODUCTION

relation called the Newton–Laplace equation

U =
1√
ρβS

. (1.1)

The ultrasonic velocity is thus capable of providing volumetric and elastic information
on solutes in aqueous solution [16]. This information can be used to gain important
information about the microscopic structure of solutes dissolved in aqueous solutions and
the water hydrating the solutes [16, 53]. Ultrasonic velocimetry on aqueous solutions is
often combined with densimetry to acquire exact values of both the mass density and
the adiabatic compressibility of the solution allowing for a more complete volumetric and
elastic characterization of the solution and the dissolved solutes. However, ultrasonic
velocimetry on aqueous solutions is also used frequently together with a wealth of other
experimental techniques potentially allowing for an even more complete characterization
of the solution and the dissolved solutes.

Comparing to other experimental methods, a large number of advantages are associ-
ated with ultrasonic velocimetry. Thus the technique is capable of conducting fast and
exact measurements of relative accuracy ∼ 10−5 yielding a typical minimal detectable
solute concentration on the order of 0.1 mg mL−1 for proteins and even smaller for other
types of solutes. The technique is also capable of measuring up to high concentrations
and conducting the measurements in a wide temperature range. Furthermore, ultrasonic
velocimetry is nondestructive, does not require any kind of chemical modifications of the
studied samples, and can be used to study samples that are optically opaque [46]. Finally,
only small samples are required for ultrasonic velocimetry making it a feasible technique
to investigate biological samples [16].

1.1.1 Ionic solvation

Understanding the mechanisms underlying ionic solvation in water is an important topic
in modern chemistry and physics. Several investigators have thus treated this problem
using a number of different experimental techniques, including ultrasonic velocimetry.
Onori et al. used ultrasonic velocimetry and densimetry to investigate the hydration of
ions in aqueous sodium chloride solutions [47], and a number of other aqueous alkali halide
solutions [48]. Making a number of assumptions about the properties of hydrated ions, they
obtained estimates for the hydration numbers of the salts and quantitative information
about the volumetric properties of the hydrated ions. Ultrasonic velocimetry combined
with several other experimental techniques was also employed recently in a number of
papers by Afanasiev et al. to investigate ionic hydration [2]. Although their approach to
the problem is much more mathematically rigid and complex than the approach by Onori
et al., no new conclusions on the physics of ion solvation however seem to appear from
their study.

1.1.2 Surfactants

Ultrasonic velocimetry has also been used to examine amphiphilic compounds in aqueous
solution. Ultrasonic velocimetry can hence be used as a stand-alone technique for de-
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termining critical concentrations of self-assembly phenomena associated with these com-
pounds, i.e. the critical micelle concentration for surfactants in solution may be associated
with a sharp inflection point in the ultrasonic velocity. Ultrasonic velocimetry was used
by Junquera et al. [32] to determine the dependence of the critical micelle concentration
of sodium dodecyl sulfate on temperature, and of Durackova et al. [23] to determine the
dependence of the critical micelle concentration of sodium dodecyl sulfate and dodecyl-
benzene sulfonic acid sodium salt on temperature and electrolyte cosolvent concentration.

Ultrasonic velocimetry has also been combined with densimetric techniques to obtain
quantitative information about the volumetric properties of surfactants in solution. Using
results from these two experimental techniques and a relatively simple physical model,
Galán et al. [27] were capable of obtaining information about the volumetric properties
of tetradecylmethylammonium nitrate in solution in monomer and micelle state. As pre-
viously mentioned, quantitative determination of the volumetric and elastic properties of
solutes may help reveal important knowledge on their microscopic characteristics when
compared to the volumetric and elastic properties of other well-known substances. Such
a direct comparison was done in a study by Kudryashov et al. [36] implying that the
structure of the hydrophobic core of alkyltrimethylammonium bromide micelles is simi-
lar to that of bilayer lipid membranes and pure hydrocarbon liquids implying that the
microscopic structure of all of these hydrocarbon compounds resemble each other.

Ultrasonic velocimetry can of course also be combined with a number of other exper-
imental techniques to obtain information about more complex problems associated with
aqueous solutions containing amphiphilic compounds. Castro et al. [13] conducted a study
on the complex cosolvent effects of ethanol on the micellization of two types of polyoxyethy-
lene block copolymers. In this study, ultrasonic velocimetry was combined with surface
tension methods, dynamic and static light scattering, transmission electron microscopy,
fluorescence techniques and densimetry. Ultrasonic velocimetry and densimetry was used
to show that the adiabatic compressibility increased as the ethanol concentration increased
strengthening the conclusion of the study that the addition of ethanol causes a swelling of
the hydrophobic moiety of the polyoxyethylene block copolymers micelle structures.

1.1.3 Proteins

Protein science has drawn the attention of a vast number of scientists with many different
backgrounds. A large number of experimental techniques have been used to elucidate the
mechanisms of protein function and stability, and ultrasonic velocimetry is no exception.
For example, ultrasonic velocimetry can be used as a stand-alone technique for considering
enzyme activity [69]. However it is more common to determine volumetric and elastic
properties of proteins in aqueous solution using ultrasonic velocimetry combined with
densimetry as this may reveal important information about the dynamics and function
of proteins, e.g. the binding of ligands to enzymes may cause an induced fit mechanism
causing a more tight internal packing of the atoms in the enzyme interior which is reflected
by a smaller value of the adiabatic compressibility [29].

Ultrasonic velocimetry, together with densimetry, has especially been used to study
protein denaturation occurring due to variations in e.g. temperature, pressure, pH or
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other experimental conditions. Taulier and Chalikian published a review [61] identifying
what appears to be general trends in the volumetric and elastic observables associated
with protein denaturation establishing a generic framework for interpreting volumetric
and elastic data of protein denaturation. Taulier and Chalikian have also been involved
in a number of case studies on protein denaturation applying ultrasonic velocimetry and
densimetry together with a number of other experimental techniques. Using ultrasonic
velocimetry, densimetry, fluorescence anisotropy and circular dichroism, they have thus
attempted to characterize the pH-dependent conformational transitions in β-lactoglobulin
[60]. Ultrasonic velocimetry and densimetry contributes to this characterization by al-
lowing estimates of changes in hydration and intrinsic packing of β-lactoglobulin during
these pH-dependent conformational transitions. Another specific case study conducted
by Taulier et al. concerns conformational transitions of apomyoglobin [62]. In this study,
the authors considered a number of conformational changes induced by NaCl, NaCTA
and altered pH. By applying a simple physical model taken from the above-mentioned
review [61], the authors were then capable of estimating the degree of unfolding for each
denatured conformation.

A number of other authors have also treated protein denaturation using ultrasonic
velocimetry combined with other experimental techniques. El Kadi et al. considered the
unfolding and refolding of bovine serum albumin as a function of pH [24]. This study
applied densimetry and circular dichroism as additional remedies to ultrasonic velocimetry.
It was found that the compressibility changes associated with a decreasing pH could be
associated with the physiological function of serum albumin as a transporter for various
types of molecules like metabolites or hormones. A study by Sasahara et al. treated the
effect of guanidinium chloride, a well-known protein denaturant, on hen egg white lysozyme
using ultrasonic velocimetry, densimetry, circular dichroism and UV spectroscopy [54].
Analysis of the recorded data implied that lysozyme in this case denatured to a partially
unfolded conformation.

Ultrasonic velocity has also been used to characterize protein aggregation. A recent
study by Ochenduszko and Buckin thus considered the heat-induced aggregation of β-
lactoglobulin using ultrasonic spectroscopy [46]. In ultrasonic spectroscopy, the ultrasonic
velocity and the ultrasonic absorption is measured for varying wave frequency. This ap-
proach was capable of capturing the aggregation process of β-lactoglobulin as well as
denaturation preceding the aggregation for varying pH. Ultrasonic spectroscopy has also
been used by Corredig et al. [21] to study aggregation of whey protein isolate again both
mapping thermally induced aggregation as well as preceding protein denaturation. In
a study by Wang et al., irreversible aggregation of α-lactalbumin was studied by ultra-
sonic velocimetry, reverse phase HPLC and differential scanning calorimetry [72]. The
authors used ultrasonic velocimetry to determine the degree of irreversible aggregation of
α-lactalbumin and showed a good correlation to the results recorded using reverse phase
HPLC and differential scanning calorimetry. Finally, ultrasound measurements have been
used to shed light on amylodogenesis in a number of studies by Smirnovas et al. [57, 58, 59].
Amylodogenesis is a type of protein aggregation implicated in a number of neurodegen-
erative diseases such as Alzheimers disease or Parkinsons disease. Ultrasonic velocimetry
and densimetry was used in combination with a number of other experimental techniques
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to yield information about the protein dynamics of the aggregation process by determin-
ing the changes in the volumetric and elastic variables occurring during the aggregation
processes.

1.1.4 Others

Ultrasonic velocimetry has also been used to obtain information about other types of
aqueous model systems, e.g. systems containing nucleic acids. Hence in a number of
studies, Buckin applied ultrasonic velocimetry and densimetry to examine the properties
of hydration of nucleic bases [9]. Another more recent study by Han and Chalikian used
ultrasonic velocimetry, densimetry and circular dichroism to study the effects of ethidium
bromide binding to DNA and RNA [30]. Their study showed altered hydration properties
of DNA and RNA as a results of the ligand binding.

Finally, two studies by Taulier and Chalikian probed the interaction between 1-adaman-
tanecarboxylic acid and β-cyclodextrin [63] and the interaction between 1-adamantane-
carboxylic acid and γ-cyclodextrin [64] using ultrasonic velocimetry and densimetry. Using
a one-to-one stoichiometric model to represent the chemical binding the authors hypoth-
esized that the interaction between 1-adamantanecarboxylic acid and β-cyclodextrin is
due to interaction between hydrophobic residues whereas interaction between 1-adaman-
tanecarboxylic acid and γ-cyclodextrin causes an intermolecular void space.

1.2 Objectives of the thesis

It should now be clear to the reader that ultrasonic velocimetry has been used to study
a wide number of aqueous model systems resulting in multiple interesting results and hy-
potheses. It is also clear that the majority of the information on aqueous solutions obtained
by ultrasonic velocimetry is obtained in combination with other experimental techniques,
especially densimetric techniques. The laboratories of the industrial collaborator to this
thesis, Novozymes, contain experimental equipment capable of accurately measuring the
ultrasonic velocity and ultrasonic absorption but do not contain densimetric equipment.
This motivates the main objective of this thesis. Hence the main objective is to explore
the possibilities of using the ultrasound equipment on Novozymes, named the ResoScan
System, as stand-alone experimental equipment for obtaining important information on
various types of aqueous model systems with special emphasis put on the use of ultrasonic
velocimetry as a stand-alone method for acquiring this information. Thus although the
ultrasonic absorption also can give important information, it is in this thesis only treated
as a supplementary quantity to the ultrasonic velocities.

The objective of the thesis is pursued through a combined experimental and theoretical
approach to three case studies on different aqueous model systems containing solutes
ranging from simple salt, over surfactants, to complex protein structures. The model
systems are chosen so that they are relevant to the purposes of the Detergent Applications
unit on Novozymes. The aim of the experimental work on the three case studies is to
build the practical hands-on experimental experience needed for Novozymes to use the
ResoScan System in future work as well as to record data to be used in the theoretical
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work. The aim of the theoretical work on the three case studies is to discuss the possible
extent of the physical and chemical interpretation of the recorded ultrasonic data as well
as to test the validity of various simplifying assumptions that can be used to easy this
interpretation.

1.3 Outline of the thesis

This section outlines the contents of the thesis. However, before presenting the overview
of the contents of the individual chapters of the thesis, an overview of the conducted
experimental work is given. To understand this overview, the reader should know that
the ResoScan System contains two ultrasonic resonator cells capable of measuring the
ultrasonic properties of samples injected into each of these cells. Each experiment con-
ducted using the ResoScan System thus contains information on the absolute ultrasonic
properties of the two samples as well as information on the relative difference between
the two samples. This approach is advantageous as relative differences between samples
are measured more accurately than absolute quantities, i.e. the approach allows for an
exact characterization of solutes added to an aqueous solvent. A schematic overview of the
experimental work of the thesis is given in Fig. 1.1. The highlighted boxes represent the
model systems used in this thesis and the lines between these boxes indicate that the rel-
ative difference between the two model systems has been examined. The conditions under
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Figure 1.1: Schematic overview of the experimental work conducted in this thesis. The
boxes represent the model systems used in the thesis. Lines between boxes indicate that
the relative differences between these two model systems have been investigated. The
numbers at each line indicate the chapter presenting the results of the experiments.

which the experiments have been conducted are outlined in Table 1.1. Hence the various
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classes of aqueous solutions are investigated systematically both varying temperature and
solute concentration. Fig. 1.1 and Table 1.1 are now used in the following presentation of

Cell 1 Cell 2 T [◦C] ca [mg mL−1] cb [mg mL−1]
Milli-Q water Milli-Q water 5− 85

Tween20 buffer
Polystyrene in

25 0− 10
Tween20 buffer

Milli-Q water
NaCl in 5− 85 2.34
Milli-Q water 25 0− 5.84

Milli-Q water HEPES buffer 5-85

HEPES buffer
NaCl in

5− 85 3.51
HEPES buffer

NaCl in NaCl in 5− 85 2.34
Milli-Q water HEPES buffer 25 0-5.84

HEPES buffer
CaCl2 in

5− 85 6.66
HEPES buffer

HEPES buffer
OG in

5− 85 3.51

HEPES buffer
5− 85 29.24
25 0− 29.24

HEPES buffer
SDS in

25 0− 7.21
HEPES buffer

HEPES buffer
Lipolase in 25 0− 1.90
HEPES buffer 5− 85 1.78

NaCl in NaCl and Lipolase 25 0− 3.51 1.90− 1.26*
HEPES buffer in HEPES buffer 5− 85 3.51 1.26
CaCl2 in CaCl2 and Lipolase 25 0− 5.46 1.90− 1.28*
HEPES buffer in HEPES buffer 5− 85 5.46 1.28

Table 1.1: Overview of the conditions under which the experimental work of the thesis
have been performed. All concentrations are recalculated to specific concentrations given
in units of mg mL−1 to make them directly comparable. ca represents the specific concen-
tration in cases where only one molecular compound is dissolved while cb represents the
specific concentration of Lipolase in the case of two dissolved molecular compounds. OG
and SDS are short for the two types of surfactants octyl glucoside and sodium dodecyl
sulfate, respectively. *These variations in these concentrations happen since the addition
of salt into these samples causes a dilution of the Lipolase samples.

the contents of the individual chapters of the thesis:

Chapter 2 introduces the theoretical framework underlying ultrasonic velocimetry.
Basic acoustic theory for propagation of sound waves in fluids is presented and the
fundamental Newton-Laplace relation for the ultrasonic velocity in a homogenous
medium is derived. Theory on the effects affecting the ultrasonic velocity in both
ideal and non-ideal solutions is presented. An introduction to ultrasonic absorption
is also given at the end of the chapter.
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Chapters 3 and 4 is concerned with the experimental setup of the thesis, namely
the ResoScan System. Hence an introduction to the principles of acoustic resonators
is given and the specifications of the ResoScan System are discussed. The ResoScan
System is then tested and calibrated using pure Milli-Q water, see Table 1.1. Chap-
ter 4 is rounded off by discussing experiments attempting to calculate the adiabatic
compressibility of polystyrene microbeads, see Fig. 1.1 and Table 1.1.

Chapters 5, 6 and 7 comprise the collection of case studies on the applicability
of the ResoScan System, and especially the recorded ultrasonic velocities, to char-
acterize three different classes of aqueous solutions containing low-weight molecules,
surfactants and proteins, respectively, see Fig. 1.1 and Table 1.1. The composition
of all of the three chapters is similar to provide a systematic introduction to this
applicability. Thus all of the chapters is commenced with an introduction to the
relevant chemical background theory of the model systems under investigation. This
background theory is then used to discuss the molecular contributions that influence
the ultrasonic velocity of aqueous solutions. In Chapters 6 and 7 this discussion is
conducted through mathematical models. Next, the procedure of the experimental
work is outlined and the results of this work are presented. Finally, the experimental
results are discussed to elucidate important topics associated with the applicability
of ultrasonic velocimetry to characterize the aqueous solutions, i.e. assumptions
permitted in the treatment of the various types of aqueous solutions are identified,
and the physical and chemical interpretation that is possible based on the ultrasonic
velocity alone is discussed.

Chapter 8 compares the recorded ultrasonic velocities across the different model
systems used in the thesis. To allow for a direct comparison of the various molec-
ular effects playing a role in the different model systems, ultrasonic velocities are
normalized to a number of parameters including the solute molar mass, number of
atoms per solute, solute solvent accessible surface area and solute solvent excluded
surface area. The outcome of this normalization procedure is discussed

Chapter 9 concludes the thesis and outline the scope of future work on this subject.

The figures in this thesis are produced using MATLAB and two open source programs,
namely Inkscape [74] and Avogadro [73].



Chapter 2

Basic theory

In order to conduct a thorough analysis on the applicability of the ResoScan System, and
especially ultrasonic velocimetry, as a stand-alone technique for characterizing aqueous
solutions, it is necessary to have a sound theoretical framework for the interpretation of
the recorded ultrasonic data. This chapter is meant to present such a framework.

2.1 Fundamental acoustic theory

This first section is primarily based on the master theses by Barnkob [3] and Skafte-
Pedersen [56].

2.1.1 Governing equations

Fundamental acoustic theory is based on three governing equations. This section intro-
duces these equations assuming that thermal effects can be neglected [3, 56]. Note that the
three governing equations are concerned with continuous and homogenous fluids. Hence
the theoretical framework derived for ultrasonic velocimetry in this chapter based on the
governing equations is only applicable to cases where the considered sample can be treated
as continuous and homogenous.

The first of the governing equations to be presented is the Navier–Stokes equation.
The Navier–Stokes equation is found in a number of different formulations and emerges
when applying Newton’s second law to a particle comoving with an ambient fluid flow [37].
This thesis will apply a formulation that assumes that the considered fluid is Newtonian
and compressible and that gravity can be neglected

ρ

(
∂v
∂t

+ (v ·∇)v
)

= −∇p + η∇2v + βη∇(∇ · v), (2.1)

where ρ = ρ(r, t) is the density field of the fluid, v = v(r, t) is the velocity field of the fluid,
p = p(r, t) is the pressure field of the fluid, η is the dynamic viscosity of the fluid and β is
the ratio between the compressional bulk viscosity and the dynamic viscosity [3]. Since the
local acceleration ∂v/∂t is dominant for rapidly varying velocity fields and the advective

9
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acceleration (v · ∇)v is dominant for velocity fields with strong spatial variations [37],
the advective term can be neglected in the Navier–Stokes equation in the case of acoustic
applications. The Navier–Stokes equation then reduces to

ρ
∂v
∂t

= −∇p + η∇2v + βη∇(∇ · v). (2.2)

The second governing equation is the equation of continuity. This equation describes
the condition for conservation of mass and is given by [37]

∂ρ

∂t
+ ∇ · (ρv) = 0. (2.3)

The final governing equation needed to present fundamental acoustic theory is a ther-
modynamic equation of state relating the pressure to the density. Such an equation is for
example well-known in the case of an ideal fluid. In this thesis it is written on a general
form given by

p = p(ρ). (2.4)

A full derivation of the governing equations of acoustics is given in Appendix A.

2.1.2 Perturbation theory

Since the variations in pressure, density and velocity fields accompanying the propagation
of an acoustic wave only entail small perturbations of the equilibrium state, the propaga-
tion of acoustic waves in a continuous fluid can be understood by first-order perturbation
theory [3, 56]. Hence the pressure, density and velocity fields are written as first-order
perturbation expansions

p = p0 + p1, (2.5a)
ρ = ρ0 + ρ1, (2.5b)
v = v0 + v1, (2.5c)

where p0, ρ0 and v0 represent the fields of a fluid at rest and p1, ρ1 and v1 represent the
first-order perturbations including the relevant perturbation parameter. For a fluid at rest
p0 and ρ0 are constant and v0 = 0.

The thermodynamic equation of state can be used to find a relation between p1 and
ρ1. Hence conducting a first order expansion of Eq. (2.4) around p0 = p(ρ0) yields

p = p0 +
(

∂p

∂ρ

)

S

ρ1, (2.6)

so that

p1 =
(

∂p

∂ρ

)

S

ρ1. (2.7)

Note that the derivative is taken to be isentropic since the variations in pressure, den-
sity and velocity accompanying the propagation of an acoustic wave are so rapid that a
negligible amount of heat is exchanged internally in the medium.
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2.1.3 The wave equation

The governing equations and the first-order perturbation equations presented in the above
can be used to derive the acoustic wave equation. Consider first the case of a fluid with
zero viscosity. Inserting the first-order perturbation equations, given by Eq. (2.5), into
the governing equations, given by Eqs. (2.2), (2.3) and (2.4), neglecting the viscous terms
in Eq. (2.2) and using Eq. (2.7) and the fact that the spatial and temporal derivatives of
p0 and ρ0 vanishes yield the first-order equations

ρ0
∂v1

∂t
= −

(
∂p

∂ρ

)

S

∇ρ1, (2.8a)

∂ρ1

∂t
= −ρ0∇ · v1. (2.8b)

Taking the divergence of Eq. (2.8a) and the temporal derivative of Eq. (2.8b) and com-
bining the two resulting equations yields the acoustic wave equation for the density

∂2ρ1

∂t2
=

(
∂p

∂ρ

)

S

∇2ρ1. (2.9)

This equation can also be written for pressure using Eq. (2.7)

∂2p1

∂t2
=

(
∂p

∂ρ

)

S

∇2p1. (2.10)

A wave equation can also be derived for a fluid with non-zero viscosity. Using an
approach similar to the derivation of the inviscid wave equation for the pressure yields the
viscous wave equation for the pressure [3]

∂2p1

∂t2
=

(
∂p

∂ρ

)

S

∇2p1 +
η [1 + β]

ρ0
∇2

(
∂p1

∂t

)
, (2.11)

where the new term compared to the inviscid wave equation appears due to viscosity.

2.1.4 The ultrasonic velocity

To find an expression for the speed of sound consider an acoustic pressure wave propagating
with velocity U

p1 = p1(r−Ut). (2.12)

Inserting this form of the pressure into the inviscid pressure wave equation, given by
Eq. (2.10), and writing out the time derivative on the left hand side and the gradient on
the right hand side then yields

|U| = U =

√(
∂p

∂ρ

)

S

. (2.13)

Hence a relation for speed of sound is obtained. This relation is also valid in the ultra-
sonic frequency regime [66]. Note that even though Eq. (2.13) was derived based on the
assumption that the wave propagates through an inviscid medium, the relation can also
be applied to aqueous systems as the effect of the viscosity is negligible.
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2.2 The Newton–Laplace equation

As mentioned previously, the Newton–Laplace equation is the fundamental equation of
ultrasonic velocimetry. To derive the Newton–Laplace equation consider the definition of
the adiabatic compressibility coefficient [7]

βS = − 1
V

(
∂V

∂p

)

S

, (2.14)

where V represents a volume. The volume can be replaced by the density using the chain
rule and the fact that V ∝ ρ−1 [7]

βS =
1
ρ

(
∂ρ

∂p

)

S

. (2.15)

Combining this expression with the expression for the ultrasonic velocity in Eq. (2.13) and
rearranging then yields the Newton–Laplace equation

U =
1√
ρβS

. (2.16)

The Newton–Laplace equation can be used to interpret ultrasonic velocities recorded in
various types of chemical mixtures as long as the mixtures can be described as homoge-
nous and continuous media. In order for this to be true the wavelength of the ultrasonic
wave has to be much longer than the characteristic molecular length scales of the mix-
ture. In aqueous specimens, the ultrasonic velocity at room temperature is approximately
1500 m s−1. Since the ultrasonic frequencies, f , applied in this thesis is approximately 7.8
MHz, the wavelength is approximately λ = Uf−1 ≈ 200 µm causing ultrasonic velocimetry
to be applicable to virtually all types of aqueous solutions.

2.3 Ultrasonic velocimetry in ideal mixtures

This section considers the results of applying the Newton–Laplace equation to the simple
case of an ideal mixture. An ideal mixture is a chemical mixture where there is no
interaction between the substances in the mixture. An adequate theoretical description
of the recorded ultrasonic velocities of an ideal chemical mixture can thus be attained
solely considering the intrinsic properties of the individual components of the mixture.
Note that the theory presented in this section neglects a number of effects e.g. related
to viscosity, thermal effects and acoustic scattering [7]. This section is mainly based on a
text by Bruus [7].

Consider an ideal mixture where the two components of the mixture are denoted by
subscript 0 and 1. The density of the mixture can be found using that the masses and
volumes of an ideal mixture are additive. Hence the density of an ideal mixture consisting
of the two components with masses m0 and m1 and volumes V0 and V1 can be written as

ρmix =
m0 + m1

V0 + V1
, (2.17)
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Introducing the volume fraction x = V1/Vmix the equation can be rewritten to

ρmix = (1− x)ρ0 + xρ1, (2.18)

where ρ0 and ρ1 are the densities of the individual components of the mixture.
A similar expression can be obtained for the adiabatic compressibility coefficient of

the mixture. Consider the definition of the adiabatic compressibility coefficient given by
Eq. (2.14) applied on the entire homogenous mixture

(
∂Vmix

∂p

)

S

= −VmixβSmix. (2.19)

The definition of the adiabatic compressibility coefficient can also be applied on each of
the two components of the mixture

(
∂Vmix

∂p

)

S

=
(

∂(V0 + V1)
∂p

)

S

= −(V0βS0 + V1βS1). (2.20)

Combining Eq. (2.19) and Eq. (2.20) and dividing by Vmix, the following expression is
found for the adiabatic compressibility coefficient

βSmix = (1− x)βS0 + xβS1. (2.21)

An expression for the ultrasonic velocity in the ideal binary mixture is then found by
inserting Eq. (2.18) and Eq. (2.21) in Eq. (2.16)

Umix =
([

(1− x)ρ0 + xρ1

][
(1− x)βS0 + xβS1

])− 1
2
. (2.22)

Since the experimental equipment of the thesis is capable of measuring differences
between a sample and a reference, it would be nice to also have an equation that can be
used to calculate such differences. Consider the case of a reference consisting of material
0 with ultrasonic velocity U0 and a sample where a given amount of the material 1 is
added to material 0 with ultrasonic velocity Umix. In this case, equation Eq. (2.22) can
be rewritten to

∆U

U0
=

Umix − U0

U0
=

([
1 + (ρ̃− 1)x

][
1 + (β̃S − 1)x

])− 1
2 − 1, (2.23)

where ρ̃ = ρ1/ρ0 and β̃S = βS1/βS0 and where the left hand side of Eq. (2.23) represents
the relative increment in ultrasonic velocity between the reference and the sample.

The assumption of an ideal mixture may be valid in particle suspensions where the
surface-to-volume ratio of the particles is high leaving the effect of the interaction be-
tween the particles and the solvent to become negligible. Thus the theory just presented
will be applied in Section 4.2 to show how the compressibility of suspended polystyrene
microbeads in water in principle may be calculated. However, the assumption of no solute-
solvent interaction is not valid in aqueous solutions. It is hence also necessary to introduce
a theoretical formalism to deal with the case of aqueous solutions.
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2.4 Ultrasonic velocimetry in aqueous solutions

The theory presented in this section is the theory used in contemporary articles on ultra-
sonic velocimetry on aqueous solutions. This theory differs from the theory just presented
on ideal mixtures since it is developed in the case of infinite solute dilution and since it
relates the difference between the ultrasonic velocities of an aqueous solution and a rele-
vant reference to the volume and elastic properties of the dissolved solutes rather than to
the intrinsic material parameters of the components of the mixture.

In physical chemistry, the volume of solutes dissolved in aqueous solution is typically
expressed via the apparent molar volume, φV , or partial molar volume, V ◦. The apparent
molar volume is the change of solution volume per mole of added solute given by

φV =
V − V0

n
, (2.24)

where V is the volume of a sample including n moles of solute and V0 is the volume of a
reference sample not including any solute. The partial molar volume is the rate of change
of sample volume with respect to the number of moles of solute added and is given by

V ◦ =
∂V

∂n
. (2.25)

Since the theory presented in this section considers the aqueous solutions in the limit of
infinite solute dilution, the apparent molar volume and partial molar volume are the same.
For this reason, the volume of a solute dissolved in aqueous solution will be described by
its partial molar volume in the majority of this report. The partial molar volume is in the
limit of infinite dilution calculated from the density of the aqueous solution by

V ◦ =
M

ρ0
− ρ− ρ0

ρ0C
, (2.26)

where M is the molar mass, ρ is the mass density of the sample with molar solute concen-
tration C and ρ0 is the mass density of a reference not containing any solute.

The elastic properties of a sample is often described by the adiabatic compressibility,
KS , defined by

KS ≡ βSV. (2.27)

The elastic properties of a solute is then, in the same manner as for the volume, described
by its partial molar derivative

K◦
S =

∂KS

∂n
. (2.28)

The partial molar volume and partial molar adiabatic compressibility of a solute in
infinite dilution can be related to the difference in ultrasonic velocity between a sample
containing the solute in infinite dilution and a relevant reference not containing any solute.
In order to do this, the first step is to differentiate the Newton–Laplace equation [53]

∆U

U0
= −∆βS

2βS0
− ∆ρ

2ρ0
, (2.29)
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where the ∆U = U −U0, ∆βS = βS − βS0 and ∆ρ = ρ− ρ0, where U0, βS0 and ρ0 are the
ultrasonic velocity, adiabatic compressibility coefficient and mass density of the reference
only comprising solvent and U , βS and ρ are the ultrasonic velocity, adiabatic compress-
ibility coefficient and mass density of the sample comprising infinitely diluted solute in
solvent. Note that differences in ultrasonic velocity, adiabatic compressibility coefficient
and density throughout the entire thesis always represent the value of a given sample
subtracted the value of a relevant reference sample. Note furthermore that differences
in ultrasonic velocity often are referred to as differential ultrasonic velocity. The second
step is to insert the partial molar volume and partial molar adiabatic compressibility in
Eq. (2.29) to obtain [61].

∆U

U0
=

(
− K◦

S

2βS0
+ V ◦ − M

2ρ0

)
C. (2.30)

Note that the this equation could equally well be derived in the case of partial specific
volumes and partial specific adiabatic compressibilities, i.e. where rate of change of the
relevant solution parameters is treated with respect to the added mass of the solute instead
of the added number of moles of the solute. Such an approach may e.g. be convenient in
the case of proteins since they span a wide range of masses.

Ultrasonic velocities recorded in aqueous solutions is typically interpreted in terms of
two contributions, namely intrinsic contributions and hydration [16, 53]. Hence the partial
molar volume is written as

V ◦ = VM + Vh, (2.31)

where VM is the contribution from intrinsic effects and Vh is the contribution from hydra-
tion effects. The partial molar adiabatic compressibility is written as

K◦
S = KM + Kh, (2.32)

where KM is the contribution from intrinsic effects and Kh is the contribution from hydra-
tion effects. The intrinsic effects originate, as in the case of the ideal mixtures, from the
properties of the solute itself. It primarily depends on the atomic packing of the solute
and the number of internal voids and cavities. The hydration effect originates from the
interaction between the solute and aqueous solvent causing a rearrangement of the struc-
ture of the water surrounding the solute, i.e. the concept of hydration refers to solvation
of molecular compounds in an aqueous solvent.

Another molecular effect is also frequently mentioned to have an effect on the mea-
sured ultrasonic velocities, namely chemical relaxations. Chemical relaxations happens
when transitions occurs between different excited states or between excited states and
the ground state of the sample under investigation. These transitions could be related to
proton transfer, ionization/deionization, and conformational fluctuations between various
isomeric structures. Knowing the absorption, σ, due to a specific relaxation process the
relative increment in sound velocity due to that relaxation process can be calculated from
[52]

U∞ − U

U
=

σλ

2π

1
ωτ

, (2.33)



16 CHAPTER 2. BASIC THEORY

where U∞ is the speed of sound at infinite frequency, U is the speed of sound measured at
angular frequency ω, λ is the wavelength of sound and τ is the characteristic relaxation time
that can be found using the rate constant for forward and reverse reactions in the relaxation
reaction. Hence, if one had exact information about all relevant relaxation reactions, it
would in principle be possible to identify the magnitude of the relaxation compressibility
contribution. However, estimating the relaxation contribution for a specific model system
is a complicated process and beyond the scope of this thesis. Thus this thesis ignores the
relaxation contribution to the ultrasonic velocity even though for proteins investigated by
acoustics in the ultrasonic frequency range, the change in ultrasonic velocity due to the
relaxation contribution may in some cases correspond to a change of 10 % of the total
partial specific adiabatic compressibility [51]. Note that relaxation also is neglected in
most contemporary studies applying ultrasonic velocimetry to aqueous solutions.

A number of other molecular effects are also known to affect the ultrasonic velocity
when a solute is added. These effects include visco-intertial, thermal, relaxation and ideal
contributions. However, the importance of all of these effects are also thought to be very
small, and hence they are also ignored in this thesis [46].

The theory just presented treats the case of one solute added to a solvent. However,
it may also be necessary to have a formalism to treat the case of multiple components
affecting the ultrasonic velocity in an aqueous solution. An equation to treat the case of
multicomponent systems in the limit of infinite dilution is given by

∆U

U0
=

∑

i

(
− K◦

Si

2βS0
+ V ◦

i −
Mi

2ρ0

)
Ci. (2.34)

where V ◦
i , K◦

Si and Mi is partial molar volume, partial molar adiabatic compressibility and
the molar mass of the ith component, respectively. The multiple components of the system
may either be due to multiple solutes dissolved in the system or multiple molecular groups
on the same solute each contributing in an additive manner to the ultrasonic velocity.

A more complete derivation of the theory presented in this section is given in Ap-
pendix A.

2.5 Ultrasonic absorption

The ResoScan System is also capable of measuring the ultrasonic absorption. Even though
ultrasonic absorption is not the primary subject of this thesis, this last section of the
chapter gives a brief introduction to this subject. This section is written on the basis of
notes from TF Instruments [68].

An amplitude of an acoustical wave propagating a distance r is given by

A = A0e−αr, (2.35)

where A0 is the arbitrary initial amplitude of the wave, A is the arbitrary amplitude of
the wave after propagating a distance r and α is the attenuation coefficient. A number
of different molecular effects are known to contribute to the attenuation coefficient and
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the interpretation of recorded ultrasonic absorption is related to the identification of these
effects. Hence the attenuation coefficient can be expressed as

α = αcavity + αvisc + αtherm + αrelax + αparticles, (2.36)

where αcavity is related to the dimensions of the resonator cavity, i.e. the small size of the
resonator cavities of the ultrasonic equipment will entail a loss of ultrasonic energy, αvisc is
related to the losses of ultrasonic energy due to the shear viscosity, αtherm is related to the
conduction of heat, αrelax is related to the chemical relaxation phenomena mentioned in
Section 2.4 and αparticles is due to the reflection and diffraction of the particles in the given
sample. Note that the ultrasonic absorption is typically written as αf−2 since a number of
the above mentioned contributions to the ultrasonic attenuation coefficient is proportional
to f2 [68]. The ultrasonic absorption can be used to e.g. detect aggregation processes
occurring in protein solutions due to the altered properties of the particles in the solution
[46]. Ultrasonic absorption measurements for varying frequency may also be combined with
acoustic scattering theory to obtain estimates of the particle size distribution function of
such aggregate solutions [8].
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Chapter 3

Experimental setup

To be capable of investigating the applicability of the ResoScan System as a stand-alone
equipment for characterizing aqueous solutions, it is certainly important to have a thor-
ough theoretical understanding. However, it is equally important to have a thorough
technical and practical literacy concerning the capabilities of the ResoScan System. Thus
this chapter presents the ResoScan System by outlining its working principle and technical
properties.

3.1 The time-harmonic solution to the wave equation

To fully understand the working principle of the ResoScan System, it is necessary to have
a basic understanding on the concept of acoustic resonances. Acoustic resonances are
often actuated by the mechanical motion of piezoelectric transducers controlled by an
AC voltage source. The mechanical motion of these piezoelectric transducers is ideally
described as time-harmonic [3] generating plane sound waves [56]. The equations arising
when applying a time-harmonic wave solution to the wave equation are therefore highly
useful for investigating the concept of acoustic resonances. The theory presented in this
section introduces these equations. This section and Section 3.2 are mainly based on the
master theses by Barnkob [3] and Skafte-Pedersen [56].

3.1.1 Inviscid system

Consider a plane pressure wave given by the form

p1 = pAei(k0·r−ωt), (3.1)

where pA is the pressure amplitude of the wave, k0 is the real wave propagation vector, r
is the position and ω = 2πf is the angular frequency of the wave [3]. Inserting the plane
pressure wave into the inviscid pressure wave equation, given in Eq. (2.10), directly yields
the dispersion relation

ω = Uk0. (3.2)

19



20 CHAPTER 3. EXPERIMENTAL SETUP

Assuming that the spatial component of the time-harmonic pressure wave is implicitly
given, p1 = p1(r)e−iωt, and applying the dispersion relation, the insertion of p1 into the
inviscid pressure wave equation, given by Eq. (2.10), yields the Helmholtz equation

∇2p1(r) = −k2
0p1(r). (3.3)

Choosing the correct boundary conditions dependent on the geometrical and material
properties of the investigated system, the Helmholtz equation can be solved as an eigen-
value equation to determine the eigenfrequencies and eigen wave functions of acoustic
resonances.

The assumption of time-harmonic waves also indirectly leads to a number of other
useful relations. Hence applying a time-harmonic velocity field to Eq. (2.8a) implies that
the velocity field is a gradient field and thus irrotational ∇ × v = 0. Therefore the
first-order velocity-field v1 is related to a first-order velocity potential φ1 by

v1 ≡ ∇φ1. (3.4)

The pressure and density perturbations can then, using Eqs. (2.8a) and (2.13), be written
as

p1 = −ρ0
∂φ1

∂t
, (3.5)

ρ1 = − ρ0

U2

∂φ1

∂t
. (3.6)

The equations introduced in this section can in principle be used to treat acoustic res-
onances in systems with no energy dissipation. However, in real systems, like aqueous
solutions, viscosity may significantly dampen the amplitude of the traveling sound wave,
see Section 2.5. Thus the following section introduces the background equations on time-
harmonic sound waves in viscous media.

3.1.2 Viscous system

Consider again a time-harmonic pressure wave with implicit spatial dependence p1 =
p1(r)e−iωt. Applying this time-harmonic pressure wave to the viscous wave equation,
given by Eq. (2.11), leads to the lossy Helmholtz equation

∇2p1(r) = −k2p1(r), (3.7)

where k in this case is
k = k0

1√
1− i2γ

, (3.8)

where γ is the dimensionless viscosity damping coefficient given by

γ ≡ (1 + β)ηω

2ρ0U2
. (3.9)
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Since γ ∼ 10−5, the wave vector, k, can be approximated by

k = k0(1 + iγ) +O(γ2). (3.10)

One solution to the lossy Helmholtz equation are traveling damped plane pressure waves
given by

p1 = pAei(k0·r−ωt)e−γk0·r, (3.11)

For time-harmonic waves in the viscous system, it is still possible to define a first-
order velocity potential [3] given by Eq. (3.4) leading once again to equations relating the
first-order pressure and density fields to the first-order velocity potential

p1 = −U2ρ0k
2

ω2

∂φ1

∂t
, (3.12)

ρ1 = −ρ0k
2

ω2

∂φ1

∂t
. (3.13)

Hence the necessary remedies to consider acoustic resonances in aqueous solutions are now
introduced.

3.2 The concept of acoustic resonance

Consider now a one-dimensional model system with two parallel planar harmonically oscil-
lating walls with a viscous compressible medium in-between, e.g. an aqueous solution. A
sketch of the model system is seen in Fig. 3.1. The two walls are centered around x = ±L

Figure 3.1: Sketch of double-actuated one-dimensional acoustic slab used to elucidate
the concept of acoustic resonances. The medium between the two acoustic actuators is
assumed to be compressible and viscous.

and oscillates in antiphase with amplitude l so the displacement of each of the walls at
time t is given by

ξ = ±ile−iωt, (3.14)

respectively. The velocity of the walls must then at time t be given by

vwall = ±ωle−iωt. (3.15)
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The first-order velocity field generated due to the vibrating walls must comprise the su-
perposition of two time-harmonic damped plane waves traveling in opposite direction

v1(x, t) = A1ei(kx−ωt) + A2ei(−kx−ωt). (3.16)

Since the vibrating walls comprise the boundary conditions to the solution of this problem,
i.e. the first-order fluid velocity at the walls are equal to the velocity of the walls, the
coefficient A1 and A2 are found to be

A1 = −A2 = − iωl

2 sin (kL)
. (3.17)

Hence the velocity field for the one-dimensional acoustic resonator is given by

v1(x, t) = ωl
sin (kx)
sin (kL)

e−iωt. (3.18)

Using the relations Eq. (3.4) and Eq. (3.12), the pressure profile for the one-dimensional
acoustic resonator is found to be

p1(x, t) = −iρ0U
2kl

cos (kx)
sin (kL)

e−iωt. (3.19)

Note that Eqs. (3.18) and (3.19) imply a phase shift between the pressure and velocity in
space and time of π/2.

Acoustic resonances are found under conditions where the energy density of the system
is at its maximum, i.e. for maximal amplitude of v1(x, t) and p1(x, t). To determine the
resonance condition in the case of the one-dimensional double-actuated model system,
Eqs. (3.18) and (3.19) are expanded around k = k0

v1(x, t) = ωl
sin (k0x) + iγk0x cos (k0x)
sin (k0L) + iγk0L cos (k0L)

e−iωt, (3.20)

p1(x, t) = −iρ0Uωl
cos (k0x)− iγk0x sin (k0x)
sin (k0L) + iγk0L cos (k0L)

e−iωt. (3.21)

From these expressions, the resonant condition is found

k0L = Nπ, (3.22)

where N is an integer. Since the wavenumber is related to the wavelength by k0 = 2π/λ0,
the resonant condition can also be expressed by

λ0 =
2L

N
, (3.23)

i.e. a resonance emerges in the one-dimensional model resonator when the length of the
resonator corresponds to an integer number of half wavelengths of the standing waves found
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at resonance. Finally, the resonance frequency is also found by applying the dispersion
relation, given by Eq. (3.2) to Eq. (3.22)

fres =
NU

2L
. (3.24)

Hence it is clear that for some wave frequencies the resonance condition will be met and
the amplitudes of physical fields associated with the sound wave will increase dramatically
whereas for other wave frequencies the amplitudes will be imperceptible.

A characteristic quantity of acoustic resonators is the Q-factor. The Q-factor represents
the relative energy loss per oscillation cycle of the system [22]

Q = 2π
Etot

∆E
, (3.25)

where Etot is the total energy of the resonator and ∆E is the energy lost per oscillation
cycle. In the viscous system considered in the above, the Q-factor can be related to the
energy dissipation from the viscosity by [3]

Q =
1
2γ

. (3.26)

The magnitude and sharpness of the resonant peak in frequency space is related to the
amount of energy dissipation through the Q-factor [3]

Q =
fN

∆f3dB
, (3.27)

where fN is the resonance frequency of the Nth resonance and ∆f3dB is the full width
half maximum of the resonance in frequency space. Hence the larger the Q-factor, i.e. the
lower the energy dissipation, the larger the magnitude and sharpness of the resonance peak
in frequency space [22]. Acoustic resonances are also associated with changes in phase be-
tween the input actuation and the output acoustic resonance. Increasing the frequency
from a frequency below the resonance frequency to a frequency above the resonance fre-
quency thus shifts this phase by 180◦ [66]. The sharpness of the phase shift is also related
to the Q-factor, i.e. the larger the Q-factor the sharper the phase shift [22].

3.3 The ResoScan System

3.3.1 Design

The ResoScan System contains two resonator cavities. This construction allows for an
exact measurement of the differences in ultrasonic velocity and ultrasonic absorption be-
tween a given sample and a relevant reference. Fig. 3.2 shows a schematic representation of
these two resonator cavities. The resonator cavities can contain a sample volume between
180 µL to 250 µL and are built in titanium and gold. The ultrasonic transducers used
to create the acoustic resonances in the resonator cavities are constructed using lithium
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Reference

Figure 3.2: Schematic drawing of the geometry of the two resonator cavities of the Re-
soScan System. The upper parts of the cavities are cylindrical whereas the lower parts are
conical. Each cavity can contain a volume of between 180 and 250 µL. The two darker
circular patches located opposite each other on the lower part of the cylindrical shape
represent the ultrasonic transducers. The ultrasonic path length is approximately 7 mm.
Inset: Real image of the ResoScan System taken from the homepage of the producer [76].

niobate which is a piezoelectric material. By placing a gold electrode on each side of
the lithium niobate crystal, it is then possible to convert the electrical energy of an AC
voltage source into mechanical energy causing a mechanical motion of the transducer el-
ements entailing a sound wave in the resonator cavities, and at the correct frequencies
an ultrasonic resonance. Hence one of the ultrasonic transducers actuates an ultrasonic
resonance whereas the other transducer detects the resonance. The ultrasonic path length
is approximately 7 mm [67, 76]. Since the ultrasonic velocity is extremely sensitive to
even small variations in temperature, about 3 m s−1 K−1 in water, the ResoScan System
also contains a Peltier temperature controller. This controller is capable of heating and
cooling the specimens in the resonator cavities in a temperature range between 5 to 85◦C
with a stability of ±0.003◦C [67].

3.3.2 Working principle

The technology underlying the ResoScan System allows for accurate determination of ul-
trasonic resonances. Hence the ResoScan System is capable of recording the wave ampli-
tude and phase as a function of frequency to precisely determine the resonance frequencies
of the acoustic resonances in the resonator cavities. Differences in resonance frequencies
between two acoustic resonances can then be used to calculate the ultrasonic velocity. For
example, in the ideal one-dimensional double-actuated case depicted in Section 3.2, the
differences in resonance frequencies between the acoustic resonances were associated to
the ultrasonic velocity through a simple relation obtained by rewriting Eq. (3.24)

U = 2∆fL. (3.28)
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In the non-ideal resonator cavities of the ResoScan System, it is necessary to take into
account the coupling between sample resonances and transducer resonances to correctly
interpret the differences between the resonance frequencies in terms of ultrasonic velocities.
Thus the differences between the resonance frequencies for resonances of order N1 and N2,
respectively, is given by [66]

fN1 − fN2 =
U

2D


N1 +

2
π

tan−1


 Uρ

UTρT tan
(
π

fN1
fT

)




 , (3.29)

where ρ is the density of the sample in the resonator cavity, UT is the ultrasonic velocity
in the transducer material, ρT is the density of the transducer material and fT is the
resonance frequency of the transducer.

The ResoScan System only records all the resonance frequencies during an initializa-
tion procedure and fit the results to Eq. (3.29). After this initialization, only a single
resonance peak is tracked since changes in the resonance frequency of this peak is suffi-
cient to quantitatively identify changes in ultrasonic velocity. The resonance peak tracked
during experiments with the ResoScan System is chosen automatically. All experiments
conducted in this thesis tracks a resonance peak of approximately 7.82 MHz.

To measure the ultrasonic absorption, the ResoScan System records the change in
phase as a function of frequency at the tracked resonance peak. As mentioned previously,
this change can be directly related to the Q-factor and hence to the absorption of the
ultrasonic wave.

3.3.3 Accuracy

The data sheet concerning the technical specifications of the ResoScan System states that
the uncertainty of the measured absolute and differential ultrasonic velocities is given
by ±25 cm s−1 and ±15 cm s−1, respectively [67]. The experimental work conducted
during this thesis however indicates that the ResoScan System is capable of recording
the differential ultrasonic velocities more accurately than the accuracy specified by the
data sheet. To assess the accuracy of the ResoScan System consider the results of 6
experiments conducted with HEPES buffer solution in resonator cavity 1 and Lipolase
HEPES buffer solution in resonator cavity 2 with constant Lipolase concentration of
63.4 µM, where the Lipolase HEPES buffer solution samples all are taken from the same
stock sample. The 6 data points on the differential ultrasonic velocity, ∆U , is given
by {0.4996; 0.5797; 0.5302; 0.5683; 0.4527; 0.5464} (m s−1). The standard deviation of the
differential ultrasonic velocity, δ∆U , can then be calculated using [31]

δ∆U =

√√√√√√√

Np∑

i=1

(∆Ui −∆Umean)2

Np − 1
, (3.30)

where ∆Ui is the value of the ith data point and ∆Umean is the mean of the Np recorded
data points. Thus δ∆U is calculated to be ±4.7 cm s−1. This standard deviation is ap-
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plied throughout this thesis as the experimental uncertainty of the recorded differential
ultrasonic velocities since no data allowing for further analysis on the accuracy of the
recorded differential ultrasonic velocities was measured during the thesis work. Note how-
ever that empirical observations do in fact indicate that the uncertainty of samples with
a lower chemical complexity, like aqueous salt solutions, may be smaller than in the case
of aqueous protein solutions.

No information about the uncertainty of the ultrasonic absorption is given in the data
sheet. However, the standard deviation of the differential ultrasonic absorption, δ∆αf−2,
can be evaluated using the 6 data points recorded with HEPES buffer solution in resonator
cavity 1 and Lipolase HEPES buffer solutions in resonator cavity 2. Since the 6 data points
on the differential ultrasonic absorption is given by {−1.12 × 10−15; 5.96 × 10−16; 2.77 ×
10−17; 6.88 × 10−16;−8.16 × 10−16;−2.23 × 10−16} (s2 m−1), the standard deviation of
the differential ultrasonic absorption is found to be ±7 × 10−16 s2 m−1. This standard
deviation is taken to represent the experimental uncertainty on the differential ultrasonic
absorption recorded in this thesis.

3.3.4 Typical experimental procedure

The following section outlines the typical experimental procedure for carrying out exper-
iments on the ResoScan System. There may of course be additional experimental details
associated with the concrete individual experiments than outlined in this section. These
details will be given in later sections concerned with these experiments.

Cleaning of the ResoScan System

The operational procedure of a typical experiment performed with the ResoScan System is
commenced with a clean-up of the resonator cavities. The first step of the normal cleaning
procedure is to remove the existing samples in the resonator cavities by vacuuming with
the cleaning equipment concomitant with the ResoScan System. The second step is to
thoroughly wash the resonator cavities with pure Milli-Q water while constantly vacuuming
the cavities. The third step is to wash the cavities with ResoScan Wash detergent rinsing
mixture to remove any remainders of samples used in previous experiments by filling each
cavity 2-3 times with the rinsing mixture and removing the rinsing mixture again by
vacuuming with the cleaning equipment. The fourth step is again to wash the resonator
cavities thoroughly with Milli-Q water while constantly vacuuming. The fifth step of
the cleaning procedure is to remove any remainders of the detergent rinsing mixture by
filling each resonator cavity with 70 % aqueous ethanol solution 2-3 times and removing
it again by vacuuming with the cleaning equipment. The sixth and last step is again
to wash thoroughly with water while constantly vacuuming the cavities. This cleaning
procedure will in most cases clean the resonator cavities sufficiently to allow for new
experiments to be performed with the ResoScan System. However, in some cases, e.g. in
cases where heating of samples have entailed a number of complex chemical reactions in the
investigated samples, this procedure is not adequate. Hence it may be necessary to employ
other cleaning procedures. The details on these more advanced cleaning procedures are
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however not presented in this report since they are rated as confidential by Novozymes.

Injecting samples into the resonator cavities

After proper cleaning of the resonator cavities, the ResoScan System is ready to be initial-
ized. However, before proceeding to the initialization procedure of the ResoScan System,
it is necessary to dwell for a moment on the process of injecting samples into the resonator
cavities. Whereas filling the resonator cavities with the liquids used in cleaning process is
done directly from wash bottles and disposable pipettes, the process of sample injection
is done from pipettes containing an accurately measured out sample volume between 180
µL to 250 µL, and typically of 200 µL. While emptying the samples from the pipettes
it is necessary to lower the pipette down into the small resonator cavities to avoid that
samples adhere to the upper parts of the resonator cavity surfaces and that air bubbles
are formed. This however causes the process of sample injecting to require an extremely
steady hand since touching the surface of the lower parts of the resonator cavities with
the hard material of the pipette tip may risk severely damaging the ultrasonic transducers
entailing unfortunate losses in terms of expensive financial expenses for reparation as well
as waisted project time.

When samples are injected into the resonator cavities, they are typically injected twice
to ensure that remnants of any previous samples are diluted. Hence samples are first
injected, then removed by vacuuming and finally injected again into the resonator cavities.
The temperature difference between the injected samples and the resonator cavities is not
allowed to be more than 5◦C as a higher difference could risk damaging the equipment.
The temperature of the resonator cavities is typically 25◦C.

Initializing an experiment

The initialization procedure is carried out subsequent to the cleaning procedure. Hence
a chemically inert aqueous liquid called ResoScan Standard is injected into each of the
two resonator cavities and the automatic initialization procedure is run, cf. Section 3.3.2.
After identification of a usable resonance peak, the ResoScan System starts logging data
on the absolute and differential values of the ultrasonic velocities and absorption. Data is
logged by the ResoScan System once every 11 s. Ideally, the velocity difference between
the two resonator cavities recorded with ResoScan Standard in both cavities should be
0 m s−1. However, a velocity difference smaller than ±5 cm s−1 is taken to be acceptable
representing a fundamental uncertainty of the ResoScan System. A velocity difference
larger than ±5 cm s−1 is interpreted as a sign of contamination on one of the resonator
cavities entailing the necessity of further and more thorough cleaning. If the differen-
tial velocity difference is smaller than ±5 cm s−1 after the initialization procedure, the
ResoScan System is ready to be used to conduct the actual experiments.

Conducting the experiments

The injection of samples to conduct experiments is typically done in a step-wise manner
subsequent to the initialization procedure. Hence after the ResoScan Standard is removed



28 CHAPTER 3. EXPERIMENTAL SETUP

from both resonator cavities by vacuuming, a relevant reference sample is injected into
both resonator cavities and a number of data points are recorded to ensure that this step
did not compromise the differential properties between the two resonator cavities, i.e. the
velocity difference should still be smaller than ±5 cm s−1. After this step, the reference
sample is removed from resonator cavity 2 by vacuuming and instead a sample of interest
is injected, while the reference sample in resonator cavity 1 is retained. Thus the ResoScan
System is prepared to conduct experiments.

The time spent to record a useful data point depends on the samples under investiga-
tion. Even though data points are logged by the ResoScan System once every 11 seconds,
it is rare that useful data points are found within the first 5 minutes after having injected
the relevant samples due to the necessity for equilibration of various experimental param-
eters, including the temperature. The data points presented in this thesis are normally
the final data point logged for a given sample-reference experiment.

Temperature scans

The ResoScan System is capable of varying the cavity temperature while recording the
ultrasonic properties of the samples in the cavities. The experimental work of this thesis
relies heavily on this feature to characterize aqueous solutions. The scan rate and scan
range of these temperature-varying experiments is manually designed in scripts in software
concomitant to the ResoScan System. The temperature scans conducted in this thesis are
conducted using two such scripts. In the first of these scripts the temperature is scanned
once between 5 to 85◦C by a scan rate of 300 mK min−1. In the second script, the
temperature is scanned twice between 5 to 85◦C by a scan rate of 500 mK min−1 allowing
for an examination on the reversibility of any reactions induced by heating the aqueous
solutions under investigation. Note that results from the temperature scans presented in
this thesis comprise all data points logged by the ResoScan System during the temperature
scans, i.e. since the temperature is continuously scanned, it is not possible to wait for the
samples in the resonator cavities to equilibrate with respect to temperature before logging
a data point at a given temperature. In both types of temperature scans, samples are
injected into the resonator cavities at a temperature of 25◦C before the experiment is
commenced and temperature is stepped down to 5◦C.



Chapter 4

Test experiments

To draw any conclusion from the case studies in Chapters 5, 6 and 7, it is first necessary
to check whether the ResoScan System is capable of reproducing results on model systems
where the expected outcome is well-known. Therefore, the following section outlines and
analyzes the results of test experiments conducted on two well-documented model systems,
namely pure water and polystyrene microbead suspensions.

4.1 Test experiments on Milli-Q water

4.1.1 Introduction to water

Sound knowledge about the properties of liquid water is extremely important for a long
number of scientific and technological purposes. The purposes of this thesis are no excep-
tion as the interaction between water and dissolved solutes is one of the main determinants
of the three-dimensional conformational structure of the dissolved solutes. Thus besides
serving as an excellent model system for conducting test experiments on the ResoScan
System, water also comprise a highly relevant starting point of the experimental investi-
gations of aqueous solutions. Hence this section is commenced with a short introduction
to water and its chemical and ultrasonic properties.

4.1.2 Relevant chemical background theory

Water is known to be a liquid with peculiar properties that resemble the properties of no
other liquid. For example, whereas the density of other liquids decreases monotonously
with temperature due to thermal expansion, the density of water at atmospheric pressure
is found to exhibit a maximum at 4◦C. It is generally accepted that the reasons of these
peculiar properties are to be found in the unique chemical properties of water [42].

A water molecule is a small molecule consisting of one oxygen atom covalently bonded
to two hydrogen atoms, see Fig. 4.1. The oxygen atom is more electronegative than the
hydrogen atoms causing negative charge from the hydrogen atoms to be drawn to the
oxygen atom. Hence the water molecule is electrically polar. This polar nature of water
entails intermolecular bonding between the oxygen atoms and the hydrogen atoms in the
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Figure 4.1: Ball-and-stick model of water molecule. The white balls represent hydrogen
atoms whereas the red ball represent an oxygen atom. Since the oxygen atom is more elec-
tronegative than the hydrogen atoms, a net negative charge is found on the oxygen atoms
and a net positive charge is found on the hydrogen atoms allowing the water molecule to
form hydrogen bonds.

water molecules through the highly directional hydrogen bonds. The formation of these
hydrogen bonds is known to be cooperative in the sense that the formation of one hydrogen
bond to a water molecule causes the molecule to be apt to further hydrogen bonding [25].

When water is found in its solid form, i.e. as ice, the water molecules are found in a
tetrahedral arrangement with 4 such hydrogen bonds per molecule. The packing fraction
of this tetrahedral structure is known to be low causing the low density of ice [25]. When
the temperature is increased and ice melts to liquid water, a significant amount of the
hydrogen bonding structure is still preserved. For example, computer calculations on
liquid water at room temperature imply that each water molecule is involved in 2.8 to 3.4
hydrogen bonds [42].

The maximal density at 4◦C for liquid water can be explained by two trends, i.e.
the disruption of the low density ice structure and thermal expansion [77]. However, no
generally accepted description on the structure of liquid water exists to explain all of its
peculiar properties [42]. Some models thus propose that the hydrogen bonds are conserved
but distorted, whereas other models propose that some of the hydrogen bonds are actually
broken [25].

4.1.3 Ultrasonic introduction

It is widely known that also the temperature dependence of the ultrasonic velocity in water
exhibits a peculiar behavior compared to the temperature dependence of the ultrasonic
velocity in other types of liquids. Thus the ultrasonic velocity in normal liquids decreases
monotonously with increasing temperature while the ultrasonic velocity in water is max-
imal at 74◦C. Furthermore, minimal adiabatic compressibility of water is found at 64◦C
[70].
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Figure 4.2: Absolute ultrasonic velocities recorded in Milli-Q water, UMQ, as a function of
temperature, T , utilizing the script using a scan rate of 300 mK min−1. The curve has the
expected shape with a single maximum at 74.4◦C. Results obtained utilizing the script
using a scan rate of 500 mK min−1 appear to be exactly the same when represented in
this type of plot and are hence omitted from the figure.

4.1.4 Experimental procedure

The control experiments were conducted using Milli-Q water. Milli-Q water is water
purified by ion exchange techniques to attain a very high purity. Two experiments were
conducted. In both of these experiments, both resonator cavities were filled with 200 µL
Milli-Q water and the temperature is scanned between 5 and 85◦C using the two scripts
described in Section 3.3.4, i.e. with scan rates of 300 mK min−1 and 500 mK min−1,
respectively.

4.1.5 Results and discussion

The absolute ultrasonic velocity in Milli-Q water recorded as a function of temperature is
shown in Fig. 4.2 for the experiment utilizing the script with a scan rate of 300 mK min−1.
The shape of the curve on Fig. 4.2 represents the characteristic temperature-dependence of
the ultrasonic velocity of water on temperature. The maximum of the ultrasonic velocity
is found at 74.4◦C relatively close to the expected value [70]. The absolute ultrasonic
velocity recorded in the experiment utilizing the script with a scan rate of 500 mK min−1

appear to give similar results when represented in the same type as shown in Fig. 4.2 and
are thus omitted in this figure.

The subtle phenomena examined in the case studies on aqueous solutions in Chapters 5,
6 and 7 require extremely accurate measurements of the ultrasonic velocity. It is therefore
necessary to perform a more thorough assessment of the accuracy of the ResoScan System
than possible from Fig. 4.2. The recorded ultrasonic velocities are therefore compared to
two different sources from the literature. Firstly it is compared to the values from the 1995
formulation of the International Association of Properties of Water and Steam (IAPWS-95)
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[71]. The ultrasonic velocities for water are, using the IAPWS-95 formulation, determined
with an uncertainty of ±0.005 % within the temperature and pressure regimes considered
in this thesis rendering the IAPWS-95 formulation as a perfect source for testing the
accuracy of the data recorded with the ResoScan System. Since the formalism used in
the IAPWS-95 formulation is fairly complicated, this thesis does not directly calculate the
ultrasonic velocities using the formalism, but fits a polynomial of degree 4 to 46 data points,
for temperatures between 0 to 100◦C, calculated in the article presenting the formalism
[71]. The polynomial is fitted to the data points using a least squares fitting algorithm
included in MATLAB. The fit is found to be Uwa =

∑4
i=0 UiT

i where U0 = 1402.3 m s−1,
U1 = 5.0094 m s−1 ◦C−1, U2 = −0.0559 m s−1 ◦C−2, U3 = 2.7029 × 10−4 m s−1 ◦C−3 and
U4 = −7.2327 × 10−7 m s−1 ◦C−4. Secondly, data is compared to a recent experimental
study, conducted by Benedetto et al. [5], using an ultrasonic double-reflector pulse-echo
method to accurately determine the speed of sound in water. A comparison of the data
recorded by the ResoScan System on Milli-Q water to the polynomial fitted to the IAPWS-
95 formulation and the experimental study of Benedetto is shown in Fig. 4.3 for (a) the
script utilizing a scan rate of 300 mK min−1 and (b) the script utilizing a scan rate of 500
mK min−1.
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Figure 4.3: Comparison of absolute ultrasonic velocities recorded using the ResoScan Sys-
tem for (a) experiments utilizing the script using a scan rate of 300 mK min−1 and (b)
experiments utilizing the script using a scan rate of 500 mK min−1 to ultrasonic veloci-
ties calculated using the IAPWS-95 formulation [71] and a recent experimental study by
Benedetto et al. [5] for varying temperature, T . ∆Utab is the difference between the ul-
trasonic velocities in water either measured using the ResoScan System or by Benedetto
et al., UMQ, and the ultrasonic velocities determined by fitting a polynomial of degree 4
to the IAPWS-95 formulation, UIAPWS. Hence ∆Utab is given by UMQ − UIAPWS. Re-
sults imply that there may be temperature gradients between the sample and the actual
temperature controller as well as other unfortunate systematic errors.

The comparison of the ultrasonic velocities recorded by the ResoScan System to the
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IAPWS-95 formulation as well as the experimental data by Benedetto et al. in Fig. 4.3
reveals that absolute ultrasonic velocities recorded by the ResoScan System during tem-
perature scans significantly deviate from data from the literature. These deviations are
larger in the case of the experiment utilizing the script with a scan rate of 500 mK min−1

than for the experiment utilizing the script with a scan rate of 300 mK min−1. The de-
viations imply that there may be temperature gradients between the temperature of the
samples in the cavities and the temperature actually measured by the ResoScan System.
Thus the absolute velocities recorded for a given temperature using the ResoScan System
are lower for increasing temperature than for decreasing temperature when the tempera-
ture is below 74◦C and higher when the temperature is above 74◦C implying a constant
lag between the temperature measured by the ResoScan System and the actual sample
temperature. However, other effects than temperature gradients may also play role in
explaining some of the deviations revealed in Fig. 4.3, e.g. unfortunate design of the elec-
tric circuitry of the ResoScan System may also play a role. It should also be mentioned
that there is a significant discrepancy between actual data recorded by ResoScan System
after the temperature scans utilizing a scan rate of 300 mK min−1 and the expected value
of the data but since this discrepancy is not seen during the temperature scans it is not
ascribed any importance in the interpretation of the recorded data. Moreover, it should
be mentioned that the temperature scans utilizing a scan rate of 500 mK min−1 in fact
only scan the temperature between 11 to 85◦C.

Most of the experimental work of this thesis is concerned with differential data, i.e. the
difference in ultrasonic properties between a sample in one resonator cavity and a relevant
reference in the other resonator cavity. The question is then if the systematic errors
revealed by Fig. 4.3, whatever their underlying reason, also impinges on the differential
ultrasonic velocities. Fig. 4.4 shows the differences in ultrasonic velocities between the
two resonator cavities recorded using (a) the script with a temperature scan rate of 300
mK min−1 and (b) a temperature scan rate of 500 mK min−1. Both experiments show that
also the differential velocity is affected by errors, i.e. the difference in ultrasonic velocity
between the two resonator cavities, ∆U , should ideally be 0 m s−1 as the two cavities
contain exactly the same samples. Even though these errors are relatively small, they
may significantly affect the interpretation of the subtle effects considered in the later case
studies. However, comparison of course of events of the curves on Fig. 4.4 to differential
velocities curves recorded in other temperature scans during the thesis work imply that the
errors seen in Fig. 4.4 are a general and consistent feature of all curves recorded using the
two types of temperature scans. This in turn implies that it may be possible to construct
a systematic procedure that can be used to correct all the differential ultrasonic velocity
curves recorded using temperature scans.

4.1.6 Calibration of the ResoScan System

The correction procedure is designed by considering the temporal course of events of the
differential ultrasonic velocities of the temperature scans conducted with Milli-Q water
in both resonator cavities. In the case of the experiment utilizing the script with a scan
rate of 300 mK min−1, a single polynomial is used to fit the recorded differential ultrasonic
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Figure 4.4: Differential ultrasonic velocities recorded with Milli-Q water in both resonator
cavities, ∆U = U2 − U1, for (a) experiments utilizing the script using a scan rate of 300
mK min−1 and (b) experiments utilizing the script using a scan rate of 500 mK min−1 as
a function of temperature, T . Erroneous deviations in the differential ultrasonic velocities
appear to be associated with both types of temperature scans.

velocities over the entire time period of the temperature scan. In the case of the experiment
utilizing the scan rate of 500 mK min−1, the correction procedure involves fitting three
polynomials to the differential ultrasonic velocities in three distinct time periods of the
temperature scan. The polynomials are then assumed to represent the magnitude of the
errors observed when using the two types of temperature scans to investigate other types
of aqueous samples, i.e. it is possible to remove errors from the differential ultrasonic
velocities recorded during experiments based on the two types of temperature scans by
subtracting the polynomials from the recorded differential ultrasonic velocities. Further
details on the calibration procedures are given in Appendix B.

All differential velocity curves recorded as a function of temperature in this thesis are
corrected by this calibration procedure. To remove noisy effects, all differential ultrasonic
velocity curves recorded during the temperature scans are also smoothened subsequently to
the calibration procedure by recalculating a given data point to represent the average value
of that data point and the 5 data points recorded just before and just after the given data
point. Correcting the curves from Fig. 4.4 by first calibration and then smoothening yields
the curves on Fig. 4.5. Note that the curves on Fig. 4.5 are not located exactly in 0 m s−1

as they ideally should. This is because the differential ultrasonic velocities recorded with
Milli-Q water in both resonator cavities at 25◦C just before the temperature scans was not
exactly 0 m s−1 either, i.e. the difference in ultrasonic velocity at 25◦C recorded just before
the experiment utilizing the script with a scan rate of 300 mK min−1 was 1.7 cm s−1 while
the difference recorded just before the experiment utilizing the script with a scan rate of
500 mK min−1 was −1.5 cm s−1. These non-zero differential velocities recorded at 25◦C are
assumed to be specific to the individual experiments and arise due to e.g. contamination
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Figure 4.5: Corrected and smoothed differential ultrasonic velocities, ∆U , recorded for
varying temperature, T , with Milli-Q water in both resonator cavities for as a function
of temperature scan (a) utilizing the script using a scan rate of 300 mK min−1 and (b)
utilizing the script using a scan rate of 500 mK min−1. The resulting non-zero values of the
differential ultrasonic velocities are assumed to represent the correct differential ultrasonic
velocities for the specific experiments when the same type of sample is injected into both
resonator cavities.

of the resonator cavities. In other words, the differential ultrasonic velocities recorded at
25◦C just before the individual experiments are assumed to represent the correct zero-point
for the differential ultrasonic velocities for these individual experiments.

To fully confirm the validity of the correction scheme presented in the above, it is
of course necessary to test it on other model systems than the data that it was actually
designed to correct. Such tests are not directly performed in this thesis. However, the fact
that application of the correction scheme to the differential ultrasonic velocities corrects a
number of curves from an apparently irreversible to a complete reversible course of events
is taken as evidence for the validity of the correction scheme.

4.2 Compressibility of polystyrene

The ResoScan System can also be tested by calculating the adiabatic compressibility
coefficient of polystyrene, which is a hydrocarbon-based compound, and compare the
results of the calculations to the literature.

4.2.1 Experimental procedure

Polystyrene microbeads were provided in an unknown buffer in a 10 % w/v suspension.
A number of samples of varying polystyrene microbead concentration, between 0.001 to
0.1 %, were then produced by performing a serial dilution using a 0.01 % Tween20 buffer,
which is a polysorbate surfactant buffer used to reduce the aggregation of the microbeads
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and adsorption of the microbeads to the surfaces of the resonator cavities [4]. Experi-
ments were conducted at 25◦C with Tween20 buffer in resonator cavity 1 and polystyrene
microbead samples of varying microbead concentration in resonator cavity 2. The first
data point was obtained with the most dilute polystyrene microbead sample in resonator
cavity 2. Subsequent data points were then obtained by injecting microbead samples into
resonator cavity 2 in order of increasing microbead concentration, i.e. the old sample in
resonator cavity 2 was removed and a new more concentrated sample was instead injected
while the same Tween20 buffer sample remained in resonator cavity 1. Resonator cavity 2
was not cleaned between the injections of the individual samples since any small remnants
of the more diluted polystyrene microbead samples were not expected to introduce any
significant errors to the recorded data when samples of higher microbead concentrations
were injected into the resonator cavities. Note that data points ideally should be recorded
multiple times and in a completely randomized order to maximize the probability that
results are indeed statistically significant and reproducible. However, even though this
approach is preferable it is also extremely time consuming due to the extensive amount of
cleaning required and is thus not within the scope of this thesis.

To attain knowledge about the effect of the unknown buffer in which the polystyrene
microbeads were originally supplied, an experiment was also conducted at 25◦C using
Tween20 buffer in resonator cavity 1 and a sample approximately comprising a 50/50
mixture of Tween20 buffer and unknown buffer in resonator cavity 2.

A potential problem associated with performing experiments on the polystyrene mi-
crobead suspensions is associated to sedimentation. For each polystyrene microbead sam-
ple that was injection in the resonator cavity 2, care had to be taken that the polystyrene
microbeads were properly mixed with the Tween20 buffer and not precipitated.

4.2.2 Results and discussion

Relative increments in ultrasonic velocity, ∆U/UTw, where UTw is the ultrasonic velocity
in the Tween20 buffer, are plotted in Fig. 4.6 as a function of microbead volume fraction,
x. The volume fractions are readily obtained by dividing the weight per volume percentage
by 100 times the density of polystyrene. Uncertainties are assumed to be ±4.7 cm s−1, cf.
Section 3.3.3. Differential ultrasonic velocities were also recorded for x equal to 9.5×10−3

but high attenuation spoiled the results of the measurement. This high attenuation is
probably due to acoustic scattering or diffraction due to the polystyrene particles.

It is clear from Fig. 4.6 that the recorded relative increments in ultrasonic velocities
approaches the fundamental uncertainty limit of the ResoScan System, i.e. it may very
well be that the recorded differential ultrasonic velocities only represent noise. However,
the following still attempts to use the data on this figure to calculate the compressibility
of polystyrene.

To determine the adiabatic compressibility coefficient of polystyrene, the theory on
ideal mixtures, given in Section 2.3, is applied. However, the applicability of this theory is
in principle troubled by the fact that the unknown buffer concomitant with the provided
10 % w/v polystyrene particle samples not is included in resonator cavity 1 whereas it
still comprise a small part of the samples in resonator cavity 2, i.e. the reference sample
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Figure 4.6: Relative increment in ultrasonic velocity ∆U/UTw for varying volume fraction
x of polystyrene. The blue data points are data points obtained using the ResoScan
System. Uncertainties are taken to be ±4.7 cm s−1. The blue line is fitted to the data
points using the theory on ideal two-component mixtures implying that the adiabatic
compressibility coefficient of polystyrene is 4.63 × 10−10 Pa−1 which unfortunately is far
from the correct value of 3.30× 10−10 Pa−1. The inset is the theoretically expected curve
for polystyrene microbeads in water calculated using the theory on ideal two-component
mixtures.

in resonator cavity 1 and the background buffer mixture in the polystyrene microbead
samples in resonator cavity 2 are not directly comparable. Fortunately the differential
measurement for Tween20 buffer in resonator cavity 1 and the 50/50 mixture of Tween20
buffer and unknown buffer in resonator cavity 2 yields a velocity difference of 1.1 cm s−1,
i.e. this difference is so small that it is significantly smaller than the uncertainty of the
ResoScan System. Hence it is in the following assumed that the ultrasonic properties of
the unknown buffer and the Tween20 buffer are comparable. Furthermore, comparison to
experiments conducted with Milli-Q water show that the absolute ultrasonic velocity in
water and Tween20 buffer is virtually the same implying that the density and adiabatic
compressibility coefficient of Tween20 buffer is approximately the same as the density and
adiabatic compressibility of water. Eq. (2.23) can then be used to calculate the adiabatic
compressibility coefficient of polystyrene by writing

∆U

UTw
=

([
1 + (ρ̃− 1)x

][
1 + (β̃s − 1)x

])−1/2
− 1, (4.1)
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where ρ̃ = ρps/ρwa and β̃S = βSps/βSwa. Fitting this expression to the data in Fig. 4.6
using that ρps = 1050 kg m−3 and ρwa = 998 kg m−3 yields β̃S = 1.0343. Since the
adiabatic compressibility of water, βSwa, at 25◦C is given by 4.48 × 10−10 Pa−1, it is
then found that the adiabatic compressibility coefficient of polystyrene is equal to 4.63×
10−10 Pa−1 which is far from adiabatic compressibility coefficient of 3.30 × 10−10 Pa−1

known for polystyrene at 20◦C [7]. For comparison to the recorded results, the inset
in Fig. 4.6 shows the calculated relative increment in ultrasonic velocity for polystyrene
beads in water at 20◦C using the correct values of the adiabatic compressibility coefficient
of polystyrene.

Reasons for the bad agreement between theory and experiment may be related to the
fact that experiments are performed in the vicinity of the limit of accuracy of the ResoScan
System or that the theoretical model is incomplete. Other reasons may be related to
aggregation of particles and adhesion of particles to the surfaces of the resonator cavities.
However, the Tween20 is expected to prevent this scenario. Another possible reason is
sedimentation but calculations not shown here indicate that this effect should not play a
role due to the short time duration of the experiments. Finally, micellar formation of the
buffer molecules may also potentially inflict on the results of the experiments even though
this does not seem like a likely explanation for the bad results either.

4.3 Summary

A basic introduction has now been given to both the theoretical framework for the in-
terpretation of ultrasonic velocities as well as the capabilities of the ResoScan System.
Furthermore, the ResoScan System was tested using Milli-Q water and polystyrene mi-
crobeads. The experiments on Milli-Q water revealed that ultrasonic velocities recorded
during temperature scans were affected by systematic errors and thus a correction proce-
dure was developed. The experiments on the polystyrene microbeads were unfortunately
not usable to assess the accuracy of the ResoScan System. Nevertheless, the experiments
conducted on the polystyrene microbeads were educational as they revealed that the pro-
cess of performing experiments on systems with a relatively high chemical complexity is
not trivial and that several sources of errors may lead to unsuccessful experiments. This
emphasizes the need for a high thoroughness when conducting the experiments in the case
studies considered in the following three chapters.



Chapter 5

Case study: Low-weight molecules

The simplest of the three classes of aqueous solutions considered in the three case studies
is the solutions containing low-weight molecules. Thus the first of the case studies is
concerned with this class of solutions, with special emphasis put on aqueous solutions
containing two different types of salts, namely NaCl and CaCl2.

5.1 Relevant chemical introduction

When NaCl and CaCl2 on crystallized form is added to water, the crystal dissociates
causing the dissolution of Na+, Ca2+ and Cl− ions indicating that the free energy of
water-ion interaction is lower than the free energy of ion-ion interaction [49].

The interaction between the dissolved ions and the water solvent will entail an altered
structure of the water solvent due to two reasons. Firstly, the water in the solution will
be directly excluded from a cavity arising due to the intrinsic volume of the ions as well
as their thermal fluctuations. Secondly, the structure of the water will be altered due
to the chemical interaction between the water and the ions [17]. This interaction can be
described as ion-dipole interactions since the water molecule is electrically polar. Thus
the net negative charge on the oxygen atoms will attracted to the cations whereas the
net positive charge on the hydrogen atoms will be attracted to anions causing the water
molecules to be directly organized in hydration shells around the ions [49]. A schematic
drawing of this situation is seen in Fig. 5.1 in the case of Na+ and Cl− assuming a
coordination number of 5 for Na+ and 7 for Cl− [42].

The strength of the interaction between water molecules and the ionic compounds
depends on the charge density of the ions. The higher the charge density, the stronger the
interaction. The properties of the water in the vicinity of the ions depend on the strength
of this interaction. Hence ions with a high charge density will cause an immobilization
and electrostriction of their surrounding water and will thus entail a higher degree of
order in the water in the vicinity of the ions. However, if the charge density of the ions is
sufficiently low, as in the case of K+, the ion-water interactions may actually be weaker
than the water-water interactions. Hence water in the vicinity of such ions may actually
be more mobile than water found in the bulk. Note that an anion of the same numerical

39
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(a) (b)

Figure 5.1: Ball-and-stick diagram of the hydration of (a) Na+ and (b) Cl−. The red
balls represent oxygen atoms, the white balls represent hydrogen atoms, the purple ball
represents a sodium ion and the green ball represent a chlorine ion. A coordination number
of 5 is assumed for Na+ and 7 for Cl−. The cationic Na+ interacts with the net negative
charge on the water oxygen atoms whereas the anionic Cl− interacts with the net positive
charge on the water hydrogen atoms.

charge density as a given cation will interact more strongly with the water. This is because
of the strong electronegativity of the oxygen atoms inducing a higher affinity for interaction
between the water hydrogen atom and the anion. Furthermore, the intra-shell hydrogen
bonding in the first hydration shell also plays a role in the stronger anionic hydration [20].

In the case of increasing temperature, the ion-water interaction also depends on the
charge density of the hydrated ion. Increasing the temperature, and thereby decreasing
the strength of the bulk water-water interactions, will thus cause the hydration shell
surrounding ions with high charge density to contract and the water molecules in this
hydration shell to bind more strongly to the ion. In the case of ions with low charge
density the situation is opposite as the water in the hydration shells will expand and bind
more weakly to the ions [77].

5.2 Ultrasonic introduction

When simple salt such as NaCl and CaCl2, and low-weight molecules in general, are added
to water to create an aqueous solution, the ultrasonic properties of the emerging solution
are altered compared to a pure water sample. For example, the ultrasonic velocity increases
when NaCl and CaCl2 is added to water. As discussed in Section 2.4, the differential
ultrasonic velocity between an aqueous solution and a water reference can be interpreted
in terms of intrinsic and hydration effects. However, since the intrinsic compressibility
of solutes is related to the compressibility of the atomic van der Waals volumes and the
intramolecular covalent bonds, it is widely acknowledged that the intrinsic contribution
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from low-weight molecules to the compressibility can be neglected [16, 36, 47].

5.3 Experimental procedure

The experiments conducted in this case study applied five different types of samples.
Firstly, pure Milli-Q. Secondly, aqueous NaCl solutions created by adding proper amounts
of NaCl on crystallized form to Milli-Q water. Thirdly, a HEPES buffer that is used in all
experiments conducted in the case studies in Chapters 6 and 7 on surfactants and proteins
and thus designed for this purpose. The HEPES buffer was prepared from Milli-Q water
and contained 10 mM HEPES buffering agent to ensure a pH of approximately 7.0, 1 mM
sodium azide to prevent microbial growth, 0.05 mM EDTA chelator to bind polyvalent
ions and thus prevent contamination from e.g. specific binding of divalent calcium ions,
and finally 10 mM NaCl to screen electrostatic repulsions, i.e. the Debye screening from
the monovalent ions diminishes the electrostatic repulsions from charged residues in the
solution which from previous experience in the laboratories on Novozymes is known to
give better and more predictable behavior of the sample under investigation. pH of the
HEPES buffer was adjusted to 7.0 by NaOH and HCl. Fourthly, NaCl HEPES buffer
solutions created by adding proper amounts of NaCl on crystallized form to the HEPES
buffer. Fifthly, CaCl2 HEPES buffer solutions created by adding proper amounts of CaCl2
on crystallized form to the HEPES buffer.

Experiments were conducted using five different combinations of the aforementioned
five types of samples. Firstly, experiments were conducted with Milli-Q water in resonator
cavity 1 and aqueous NaCl solutions in resonator cavity 2 for both varying NaCl concen-
tration and varying temperature. The experiment with varying NaCl concentration was
conducted at 25◦C using a number of aqueous NaCl samples of varying NaCl concentration
up to 100 mM prepared by serial dilution from a stock aqueous 100 mM NaCl solution.
The aqueous NaCl samples were injected into resonator cavity 2 using an approach similar
to the approach for the experiments on the polystyrene microbead suspensions described
in Section 4.2.1. The temperature scan was conducted using an aqueous 40 mM NaCl so-
lution utilizing the script with a scan rate of 300 mK min−1. Secondly, a temperature scan
was conducted with HEPES buffer in resonator cavity 1 and 60 mM NaCl HEPES buffer
solution in resonator cavity 2 utilizing the script a scan rate of 500 mK min−1. Thirdly, a
temperature scan was conducted with Milli-Q water resonator cavity 1 and HEPES buffer
in resonator cavity 2 utilizing the script with a scan rate of 300 mK min−1. Fourthly,
experiments were conducted for aqueous NaCl solution in resonator cavity 1 and NaCl
HEPES buffer solution with the same NaCl concentration in resonator cavity 2 for both
varying NaCl concentration between 0 to 100 mM and temperature. Samples used in the
concentration scans were prepared by performing a serial dilution from a stock aqueous
100 mM NaCl solution and a 100 mM NaCl HEPES buffer solution and conducted by
injecting samples into the resonator cavities in order of increasing NaCl concentration
again using an approach similar to the approach for the experiments on the polystyrene
microbeads described in Section 4.2.1. The temperature scan was conducted with aqueous
40 mM NaCl solution in resonator cavity 1 and 40 mM NaCl HEPES buffer solution in
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resonator 2 by running the script with scan rate of 500 mK min−1. Fifthly, a temperature
scan was conducted on HEPES buffer in resonator cavity 1 and 60 mM CaCl2 HEPES
buffer solution in resonator cavity 2 by running the script with 500 mK min−1.

5.4 Results

Differential ultrasonic velocities recorded for Milli-Q water in resonator cavity 1 and aque-
ous NaCl solutions in resonator cavity 2 at 25◦C for varying NaCl concentration are shown
in Fig. 5.2 (a). Uncertainties are assumed to be 4.7 cm s−1 cf. Section 3.3.3. The dif-
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Figure 5.2: Differential ultrasonic velocity, ∆U , for varying NaCl concentration, C,
recorded at 25◦C with (a) Milli-Q water in resonator cavity 1 and aqueous NaCl solu-
tion in resonator cavity 2 and (b) aqueous NaCl solution in resonator cavity 1 and NaCl
HEPES buffer solution of the same NaCl concentration in resonator cavity 2. The results
imply that the assumption of infinite dilution is valid and that the effect of intermolecular
interaction is negligible.

ferential ultrasonic velocity in Fig. 5.2 (a) agrees well with the literature [28]. The linear
concentration-dependence indicates that the equations based on the assumption of infi-
nite dilution derived in Section 2.4 are sufficient to account for the recorded differential
ultrasonic velocities. Furthermore, the linear dependence also indicate that the effect of
the long-range coulombic interactions between the ionic components to the differential ul-
trasonic velocity are negligible [28]. Differential ultrasonic velocities recorded for aqueous
NaCl solution in resonator cavity 1 and NaCl HEPES buffer solution of the same NaCl
concentrations in resonator cavity 2 for varying NaCl concentrations are shown in Fig. 5.2
(b). The recorded differential ultrasonic velocities are given by an approximately constant
level implying that the assumptions of infinite dilution and no solute-solute interaction
also are valid in the case of the NaCl HEPES buffer solutions.

The differential ultrasonic velocities recorded in the temperature scans are shown in
Fig. 5.3. All curves are corrected by the correction procedure presented in Section 4.1.6 and
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subsequently smoothed. The differential ultrasonic velocities recorded with Milli-Q water
in resonator cavity 1 and aqueous 40 mM NaCl solution in resonator cavity 2 are multiplied
by 3/2 to make them directly comparable to differential ultrasonic velocities recorded with
HEPES buffer in resonator cavity 1 and 60 mM HEPES buffer solution in resonator cavity
2. All curves exhibit a characteristic decreasing trend. The interpretation of this trend is
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2
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Figure 5.3: Differential ultrasonic velocities, ∆U , recorded using a number of aqueous
solutions containing NaCl, CaCl2 and low-weight buffer molecules for varying temperature,
T . ∆U represents the differential ultrasonic velocity given by U2 − U1 where U1 is the
absolute ultrasonic velocity in resonator cavity 1 and U2 is the absolute ultrasonic velocity
in resonator cavity 2. The legends in the figure show the sample in resonator cavity 1 vs.
the sample in resonator cavity 2. The buffer is the HEPES buffer introduced in Section 5.3.
Differential ultrasonic velocities recorded for aqueous 40 mM NaCl solution are multiplied
by 3/2 to directly compare to the differential velocities recorded for 60 mM NaCl HEPES
buffer solution. All curves exhibit a characteristic decreasing trend. Some of the curves
on the figure are coinciding implying that an additive assumption is true over the entire
temperature range.

discussed in Sections 5.5.2 and 5.5.3. The curve obtained for aqueous 40 mM NaCl solution
in resonator cavity 1 and 40 mM NaCl HEPES buffer solution in resonator cavity 2 and
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the curve obtained for Milli-Q water in resonator cavity 1 and HEPES buffer in resonator
cavity 2 are only separated by a small difference of approximately 10 cm s−1 over the entire
temperature range, while the curve obtained with Milli-Q water in resonator cavity 1 and
aqueous 40 mM NaCl solution in resonator cavity 2 and the curve obtained with HEPES
buffer in resonator cavity 1 and 60 mM NaCl HEPES buffer solution in resonator cavity 2
is coincident over the entire temperature range when first curve is multiplied by 3/2. The
implications of these observation are discussed in Section 5.5.1.

The ultrasonic absorption did not react upon addition of salt and thus no absorption
results are presented in this chapter.

5.5 Discussion

5.5.1 The additive assumption

The linear trends seen for aqueous NaCl solutions at 25◦C in Fig. 5.2 are also well-known
for a number of other low-weight molecules dissolved in aqueous solutions such as a number
of different salts [28] and monomeric surfactants [27] when the temperature is in the vicinity
of room temperature. As mentioned in the previous section, these linear trends indicate
that the assumption of infinite dilution is valid and that the solutes in the solution do not
interact. This in turn also implies that the contributions from the individual solutes of a
solution to the differential ultrasonic velocity are additive, cf. Eq. (2.34). For example,
differential ultrasonic velocity due to a given salt dissociating in aqueous solution can be
related to the contribution from the individual ions comprising the salt.

Interestingly, the fact that some of the curves on Fig. 5.3 are coincident over the entire
temperature range implies that the assumption of additivity of the individual components
of the solution also holds true for the entire temperature range and not just in the vicinity
of room temperature. This leads to interesting possibilities for the interpretation of the
differential ultrasonic velocities recorded for salt in aqueous to be discussed in Section 5.5.3.

The linear curves recorded in this section also implies that the partial molar volume and
partial molar adiabatic compressibility is constant in the concentration and temperature
regimes considered, see Eq. (2.30). However, it is known from the literature that the
partial molar volume of a given solute in fact is dependent on the concentration of that
solute [43, 45]. During the work of this thesis, no articles in the literature were found
to treat this emerging paradox and the duration of the project time did not allow for a
thorough analysis on the problem.

5.5.2 Density or compressibility

It is by now well-known to the reader that the ultrasonic velocity of a given medium
depends on the density and adiabatic compressibility coefficient of that medium. This
raises the question whether the differential ultrasonic velocities recorded in this chapter can
be related to density or compressibility changes of the aqueous solutions. To answer this
question, knowledge on the densities of the investigated aqueous solutions is needed. As
mentioned in Chapter 1, densimetric equipment is not available for this thesis. However,
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densimetric data is readily accessible in the literature for aqueous solutions based on
306 inorganic compounds, including NaCl and CaCl2 through a wide concentration and
temperature ranges [45]. Hence the density of an aqueous salt solution, ρsalt, with molar
salt concentration C at temperature T can be calculated from

ρsalt(C, T ) = ρwa(T ) + AC + BCT + KCT 2 + DC3/2 + EC3/2T + FC3/2T 2, (5.1)

where ρwa is the density of water given by

ρwa(T ) =999.65 (kg m−3) + 2.0438 (kg ◦C−1 m−3)× 10−1T−
6.174 (kg ◦C−3/2 m−3)× 10−2T 3/2, (5.2)

and the constants A, B, K, D, E and F are dependent on the type of salt dissolved. For
NaCl the constants are given by

ANaCl = 0.4485× 102 kg M−1 m−3, (5.3a)

BNaCl = −0.9634× 10−1 kg M−1 ◦C−1 m−3, (5.3b)

KNaCl = 0.6136× 10−3 kg M−1 ◦C−2 m−3, (5.3c)

DNaCl = −2.712 kg M−3/2 m−3, (5.3d)

ENaCl = 1.009× 10−2 kg M−3/2 ◦C−1 m−3, (5.3e)

FNaCl = 0 kg M−3/2 ◦C−2 m−3. (5.3f)

Densities calculated for water and aqueous NaCl solutions using the above equations com-
pare well with other values in the literature [39, 40].

The importance of changes in density for the NaCl solution over the entire temperature
range can thus be calculated using Eq. (2.29). Hence defining the relative molar increment
in ultrasonic velocity, [U ], to be

[U ] =
U − U0

U0C
, (5.4)

the contribution to the relative molar increment from density, [U ]ρ, is found by calculating
the fraction

[U ]ρ = −ρ− ρ0

2Cρ0
, (5.5)

Results of calculations for aqueous NaCl solutions are shown in Fig. 5.4 (a). The com-
pressibility contribution to the relative increment in ultrasonic velocity, [U ]βS

, in the figure
is calculated by taking [U ]− [U ]ρ.

For aqueous CaCl2 solutions, the densities are calculated using [45]

ACaCl2 = 1.012× 102 kg M−1 m−3, (5.6a)

BCaCl2 = −6.156× 10−1 kg M−1 ◦C−1 m−3, (5.6b)

KCaCl2 = 1.028× 10−3 kg M−1 ◦C−2 m−3, (5.6c)

DCaCl2 = −9.749 kg M−3/2 m−3, (5.6d)

ECaCl2 = 96.94× 10−2 kg M−3/2 ◦C−1 m−3, (5.6e)

FCaCl2 = −3.165× 10−4 kg M−3/2 ◦C−2 m−3, (5.6f)
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Figure 5.4: Calculated values of the relative importance of density contributions, [U ]ρ,
and compressibility contributions, [U ]βS

, to the relative molar increments in ultrasonic
velocity, [U ] as a function of temperature, T , for (a) aqueous NaCl solutions and (b)
aqueous CaCl2 solutions. [U ]ρ is calculated using density information from the literature
[45] whereas [U ]βS

is calculated by taking [U ] − [Uρ]. Figures show that both density
and compressibility are in general important to account for [U ]. Calculations for the
NaCl solutions however imply that temperature-dependent variations in [U ] are primarily
due to variations in solution compressibility. Calculations for CaCl2 solutions show that
temperature-dependent variations in [U ] are both due to density and compressibility ef-
fects, but the strength of this conclusion is questioned by the accuracy of the calculated
density contributions.

where the constant BCaCl2 is corrected from what appears to be a misprint in the article.
Densities calculated for aqueous CaCl2 compare reasonable well, although not completely
perfect, with values found in the literature [40]. Calculations on the importance of density
and compressibility changes in aqueous CaCl2 solutions are then performed using the
same procedure as the calculations on the aqueous NaCl solutions and results are shown
in Fig. 5.4 (b).

Results in Fig. 5.4 show that changes in ultrasonic velocities that occur when NaCl and
CaCl2 are added to water are related to both changes in solution density and compress-
ibility. Thus the densities of the solutions increase when salt is added entailing a negative
contribution to the differential ultrasonic velocities whereas the compressibilities of the
solutions decrease, due to the structuring of the water in the hydration shells surrounding
the ions, entailing a positive contribution to the differential ultrasonic velocities. How-
ever, the results also show that in the case of aqueous NaCl solutions, the characteristic
decreasing trends of the differential ultrasonic velocities, seen in Fig. 5.3, are primarily
related to changes in compressibility, i.e. the density contribution to the relative molar
increment in ultrasonic velocity, seen in Fig. 5.4 (a), only account for approximately 5
% of the temperature-dependent variations in the relative molar increment in ultrasonic
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velocity for the aqueous NaCl solutions. In the case of the aqueous CaCl2 solutions it is
found that the density contribution to the temperature-dependent variations in the rela-
tive molar increment, seen in Fig. 5.4 (b), in ultrasonic velocity is approximately 50 %. It
is however strongly suspected that this high percentage is found due to a too low quality
of the fit to the densities of aqueous CaCl2 solutions.

5.5.3 Hydration

It is clear that the hydration of low-weight molecules is an important contribution to the
differential ultrasonic velocities recorded in this case study. The question is then if ultra-
sonic velocimetry as a stand-alone technique can be used to obtain hydration information
of low-weight molecules. To answer this question, the topic of ionic hydration, discussed in
Section 5.1, is reexamined in this section. Hence consider the results obtained by Uedaira
and Suzuki who examined the effect of adding 0.5 mol kg−1 alkali-metal chlorides to water
on the ultrasonic velocity [70]. Assuming the validity of the additive assumption from
Section 5.5.1 in this concentration regime, it is possible to relate differences in ultrasonic
velocities recorded for the various types of alkali-metal chlorides solely to the properties of
the alkali-metal ions since the contribution from the Cl− ions are the same for all samples.
It was found that the alkali metal with the highest charge densities and thus the strongest
hydration also in general increased the ultrasonic velocity the most. In the case of the
weakly hydrated Cs+ ion, the ultrasonic velocity was actually found to decrease. The only
exception to this rule is Na+ and Li+ since Na+ increases the ultrasonic velocity more
than Li+. However, other effects related to the size and thus the hydration number of the
ion may explain this discrepancy.

Another way to use the ultrasonic velocity to examine the hydration strength is to
consider the temperature scans measured using the ResoScan System for NaCl and CaCl2.
It is found that the temperature curve for CaCl2 seems to flatten slightly more when the
temperature is increased than the temperature curve for NaCl in Fig. 5.3. This may be
indicative of stronger hydration of the Ca2+ or Cl− ions than the Na+ ion since the strongly
hydrated ions bind the surrounding water more strongly when the temperature is high than
the weakly hydrated ions [77]. Even though this is only a rough hypothesis that can not
be confirmed before the contributions from the individual ions via systematic experiments
and the additive assumption are surveyed, it is clear that the ultrasonic velocity as a
stand-alone technique applied on aqueous solutions containing low-weight molecules may
potentially give rise to interesting hypotheses on the hydration of these molecules.

In the case of the 306 inorganic substances where density data is given directly in
the literature [45], it is actually not necessary to have access to densimetric equipment
to volumetrically characterize the properties of the dissolved substances, as exemplified
in Section 5.5.2. Hence a more complete theory for these substances can be developed
only conducting ultrasonic velocimetry experiments to obtain compressibility information
which in turn can be used to formulate mathematical models on ionic hydration like the
models formulated by Onori et al. [47, 48].
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5.6 Summary

After the introduction of basic chemical theory on ionic hydration, results recorded for
low-weight molecules dissolved in aqueous solutions were presented. These results im-
plied that the additive assumption, well-known from several sources in the literature, is
applicable to the entire temperature range between 5 and 85◦C. This observation is of
fundamental importance when interpreting data obtained using ultrasonic velocimetry.
Furthermore, a literature source for calculating the densities of 306 inorganic compounds
[45] was presented thus obviating the necessity of densimetric equipment to characterize
these compounds allowing for the use of ultrasonic velocimetry as a stand-alone technique.
Using this literature source, calculations were conducted to assess the relative importance
of density and compressibility to differential ultrasonic velocities recorded for aqueous salt
solutions and it was found that both density and compressibility contributions are impor-
tant. However, it was also found that in the case of aqueous NaCl solutions, the density
contribution was relatively constant across the entire temperature range. Calculations for
aqueous CaCl2 found that the temperature-dependence of both the density contribution
and the compressibility contribution are important to describe the temperature-dependent
properties of differential ultrasonic velocities, but results were affected by insufficient ac-
curacy of the density calculations rendering any conclusions drawn upon the results highly
questionable. Finally, the possibility of using ultrasonic velocities alone to obtain infor-
mation on the hydration of ionic compounds in aqueous solution was discussed.



Chapter 6

Case study: Surfactants

The second case study is concerned with aqueous solutions containing surfactants. The
properties of surfactants make them usable in a long number of applications, including
detergent applications. Hence their amphiphilic nature make them capable of associating
to various kinds of dirt and thereby removing the dirt [10]. The chemical complexity of
the aqueous surfactant solutions is higher than the complexity of the solutions containing
simple salts and low-weight molecules considered in the previous case study. Therefore
it is necessary to consider the hypotheses and conclusions developed in the previous case
study and evaluate their extent of validity in the case of aqueous surfactant solutions.

6.1 Relevant chemical introduction

In general, surfactants consist of two types of segments with hydrophilic and hydrophobic
properties. The hydrophilic segment is polar or charged in nature whereas the hydrophobic
segment is nonpolar in nature. The hydrophobic segment typically comprises a hydrocar-
bon chain [25]. The following case study considers two different surfactants, namely octyl
glucoside (OG) and sodium dodecyl sulfate (SDS). OG contains a polar glucose head group
bound to an alkyl chain containing 8 carbon atoms, see Fig. 6.1 (a), whereas SDS contains
an anionic sulfate head group associated with an alkyl chain containing 12 carbon atoms,
see Fig. 6.1 (b). One of the characteristic features of surfactants is their propensity to
associate into dynamic aggregate structures with a hydrophobic core and a hydrophilic
exterior. These aggregate structure emerge when the surfactant concentration is above a
critical concentration called the critical micelle concentration (cmc) [25]. An important
contribution to the driving forces underlying the formation of these aggregate structures,
is the tendency of hydrophobic molecules to cluster in water. To understand the molecular
origins of the hydrophobic effect, imagine a small nonpolar molecular compound located
in a water sample. Due to the nonpolar properties of the molecular compound, the wa-
ter molecules will not directly bind to the compounds as in the case of ionic hydration.
Rather, the adjacent water molecules will spatially reorganize to sustain the same extent
of hydrogen bond network as in bulk water. This spatial structuring of the water will how-
ever have an entropic cost favoring the direct association of nonpolar compounds in water

49
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(a) (b)

Figure 6.1: Ball-and-stick diagram of (a) octyl glucoside (OG) comprising a polar glucose
head group and a hydrocarbon chain with 8 carbon atoms and (b) sodium dodecyl sulfate
(SDS) comprising an anionic sulfate head group and a hydrocarbon chain with 12 carbon
atoms. The grey balls represent carbon atoms, the white balls represent hydrogen atoms,
the red balls represent oxygen atoms, the yellow ball represents a sulfur atom and the
purple ball represents a sodium ion.

and thus the formation of the aforementioned dynamic surfactant aggregate structures.
A number of other contributions to the free energy of aggregate formation should also
be taken into account. These include the free energy of mixing that is dominant at low
surfactant concentration causing the surfactants to remain in their monomer form. Fur-
thermore, the aggregate formation is opposed by the free energy contribution arising from
the formation of interfaces and the spatial configurational constraint of the surfactants
when they are organized in the aggregate structures [18].

The type of aggregate structure and size depends on the geometrical properties of the
considered surfactant molecules. Typically surfactants aggregate into spherical or prolate
ellipsoid micelle structures. Adding electrolytes to solutions containing ionic surfactants
will decrease the cmc and increase the size of the micelle due to the electrical screening
from the electrolyte whereas adding electrolytes to nonionic solutions not will affect the
cmc and micellar size. In contrast, varying the temperature has a relatively small effect on
the aggregation number and micellar size of ionic surfactants, whereas heating of solutions
containing nonionic surfactants may affect the cmc. Moreover, heating of nonionic surfac-
tants solutions may result in turbidity of the solution at a characteristic temperature due
to occurrence of two phases in the solution. This characteristic temperature is called the
cloud point [25].

OG forms micelles in water at a cmc of approximately 25 mM [35] at 25◦C. For
varying temperature between 0 to 30◦C the cmc for OG varies between 39 to 21 mM [1].
The aggregation numbers of OG micelles is approximately 25 across a temperature range
from 25 to 45◦C [12]. MD simulations imply that the polar glucose head group is fully
hydrated in the micelle state whereas the hydrophobic interior is relatively unaccessible to



6.2. ULTRASONIC INTRODUCTION 51

the aqueous solvent [35]. SDS forms micelles in water at a critical micelle of approximately
9 mM [23, 32] across a wide temperature range [25]. The aggregation number of SDS in
water is 60 [32].

6.2 Ultrasonic introduction

Even though the chemical complexity of aqueous solutions containing surfactants is higher
than the aqueous solutions containing salt, it can still be assumed that contribution from
the compressibility to the differential ultrasonic velocity between an aqueous reference
sample and an aqueous surfactant solution below the cmc is due to hydration [36]. How-
ever, above the cmc, the intrinsic micelle compressibility also plays a role and can not be
neglected in the theoretical description of the ultrasonic velocity [27, 36].

In the case study on low-weight molecular solutions, it was found that the contributions
from the individual molecular components of the solutions to the differential ultrasonic
velocity were additive. This raises the question whether the contributions from the indi-
vidual molecular groups on the surfactants molecules also can be viewed as additive, i.e.
does the contribution from a given molecular group in a molecule depend on the proper-
ties of the adjacent molecules groups. In fact, it is well-known that volumes of individual
molecular groups on a given molecule can be treated in an additive manner, but that the
compressibilities can not due to subtle effects related to intramolecular interaction [16].
To further elucidate this subject, a mathematical model is formulated.

6.2.1 Mathematical model

The mathematical model is inspired by the model found in a paper written by Galán
et al. [27] and takes it point of origin in the multicomponent formulation in Eq. (2.34), i.e.
it is formulated in the limit of infinite dilution. Furthermore, it is assumed that the con-
tributions from the individual molecular groups on the surfactant molecules are additive.
Moreover, it is assumed that the surfactant solution can be viewed as a phase separation
model where the cmc represents a saturation point of the monomeric surfactants, i.e. when
the surfactant concentration is above the cmc, the monomeric surfactant concentration is
constant and the micelles are treated as a distinct phase [25]. Hence the dynamical prop-
erties of the micelles are neglected in this formulation. Finally, it is assumed that the
ultrasonic properties of the molecular groups in the surfactant solution are not affected
by the low-weight molecules in the buffer dissolving the surfactants.

Below the cmc the differential ultrasonic velocity between a aqueous surfactant solution
and a relevant aqueous water reference system must then according to multicomponent
formulation be given by

∆U =
(
−K◦

mon

2βS0
+ V ◦

mon −
Msur

2ρ0

)
CsurU0, (6.1)

where V ◦
mon and K◦

mon is the partial molar volume and partial molar adiabatic compress-
ibility of the surfactants in their monomeric state, respectively, Msur is the molar mass
of the surfactants and Csur is the concentration of the surfactants. When the surfactant
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concentration is above the cmc this equation must be extended to include the contribution
from the micelles emerging in the solution. Thus the change in ultrasonic velocity must
now be given by

∆U =
(
−K◦

mon

2βS0
+ V ◦

mon −
Msur

2ρ0

)
CcmcU0+ (6.2)

(
−K◦

mic

2βS0
+ V ◦

mic −
Msur

2ρ0

)
(Csur − Ccmc) U0,

where V ◦
mic and K◦

mic is the partial molar volume and partial molar adiabatic compress-
ibility of the surfactants in their micelle state, respectively, and Ccmc is the cmc.

For OG solutions below the cmc, the monomeric contributions are split into contribu-
tions from 7 -CH2- groups and methyl glucoside, see Fig. 6.1 (a). Thus Eq. (6.1) can be
rewritten into

∆U =
(
−

[
7K◦

CH2
+ K◦

MG

2βS0

]
+ 7V ◦

CH2
+ V ◦

MG −
[
7MCH2 + MMG

2ρ0

])
CsurU0, (6.3)

where V ◦
CH2

, K◦
CH2

and MCH2 is the partial molar volume, partial molar adiabatic com-
pressibility and molar mass of a single -CH2- group in the alkyl chain of a monomeric
surfactant, respectively, and V ◦

MG, K◦
MG and MMG is the partial molar volume, partial

molar adiabatic compressibility and molar mass of methyl glucoside, respectively. Above
the cmc, the micelle contributions are split into contributions from the -CH2- groups in
the hydrocarbon cores and the polar glucose head groups, where it is assumed that the
contributions from the glucose head groups in micelles are the same as the contributions
from the glucose head groups in monomeric OG. Hence it is assumed that the hydration
of the glucose head groups in their micelle state is the same as the hydration of glucosde
head groups in the monomer state [35] and Eq. (6.2) is rewritten to

∆U =
(
−

[
7K◦

CH2
+ K◦

MG

2βS0

]
+ 7V ◦

CH2
+ V ◦

MG −
[
7MCH2 + MMG

2ρ0

])
CcmcU0+ (6.4)

(
−

[
7K◦

core + K◦
MG

2βS0

]
+ 7V ◦

core + V ◦
MG −

[
7MCH2 + MMG

2ρ0

])
(Csur − Ccmc) U0,

where V ◦
core and K◦

core is the partial molar volume and partial molar adiabatic compress-
ibility of a single -CH2- group in the core of the micelles, respectively.

Using an approach similar to the above approach for OG, the change in ultrasonic
velocity occurring when SDS, below the cmc, is added to an aqueous solution is given by

∆U =
(
−

[
11K◦

CH2
+ K◦

SMS

2βS0

]
+ 11V ◦

CH2
+ V ◦

SMS −
[
11MCH2 + MSMS

2ρ0

])
CsurU0, (6.5)

where V ◦
SMS, K◦

SMS and MSMS is the partial molar volume, partial molar adiabatic com-
pressibility and molar mass of a sodium methyl sulfate, respectively. Above the cmc, the
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differential ultrasonic velocity can be calculated by

∆U =
(
−

[
11K◦

CH2
+ K◦

SMS

2βS0

]
+ 11V ◦

CH2
+ V ◦

SMS −
[
11MCH2 + MSMS

2ρ0

])
CcmcU0+ (6.6)

(
−

[
11K◦

core + K◦
SMS

2βS0

]
+ 11V ◦

core + V ◦
SMS −

[
11MCH2 + MSMS

2ρ0

])
(Csur − Ccmc) U0.

Proper choices of the parameters comprising the above equations are of course im-
portant to use the equations to predict the differential ultrasonic velocities of OG and
SDS, respectively. The remainder of this section is thus concerned with choosing these
parameters by surveying the relevant literature as well as considering data recorded by
the ResoScan System. This investigation will show that it is possible to identify values
for all parameters at 25◦C allowing for direct comparison of the model to some of the
experiments to be presented later in this chapter. However, as seen in the case on aqueous
solutions containing low-weight molecules, the temperature-dependence of the differential
ultrasonic velocity may also contain important information. Hence the extent of availabil-
ity of temperature-dependent data on the parameters is also assessed.

Consider first the parameters associated with the reference sample, i.e. U0, βS0 and ρ0.
In the experiments to be presented later in this chapter, this reference is the HEPES buffer
solution introduced in Section 5.3. The absolute ultrasonic velocity of the reference HEPES
buffer, U0, at 25◦C is recorded using the ResoScan System and found to be 1498.5 m s−1.
The density and adiabatic compressibility coefficient of the HEPES buffer is unknown but
since the difference in the ultrasonic velocity between the HEPES buffer and Milli-Q water
is only approximately 2 m s−1 throughout the entire temperature range, it is assumed that
ρ0 = ρwa and β0 = βwa. The density of water, here denoted ρ0, at 25◦C is 0.99704 g cm−3

[45]. Using this value for the density, the adiabatic compressibility coefficient of water is
calculated via the Newton–Laplace equation using the ultrasonic velocity at 25◦C in Milli-
Q water recorded with the ResoScan System. The adiabatic compressibility coefficient
of water, here denoted βS0 at 25◦C is thus found to be 4.48 × 10−5 bar−1. It should
also be noted that data associated with the reference sample is accessible within a wide
temperature range. Hence the ultrasonic velocities recorded using the ResoScan System
is available between 5 and 85◦C while data on the density and adiabatic compressibility
for water is available in the literature for an even wider temperature range.

The next step is to determine the partial molar volume and partial molar adiabatic
compressibility of the individual molecular groups contributing to the total change in ul-
trasonic velocity. Firstly, -CH2- is considered. In the literature, the volumetric and elastic
properties of -CH2- are typically identified by systematic experiments on e.g. alkyl chains
of varying chain length. Hence the partial molar volume and partial molar adiabatic com-
pressibility of -CH2- have been estimated using several different molecular compounds.
Thus the partial molar volume of -CH2-, V ◦

CH2
, is approximately equal to 15.8 cm3 mol−1

and relatively insensitive to the properties of the molecular groups found adjacent to the
-CH2- group in a given molecule [14, 36, 44]. The partial molar adiabatic compressibility of
-CH2- is much more sensitive to the nature of the adjacent molecular groups on the molec-
ular compounds considered. For -CH2- groups located in an alkyl chain sufficiently far
from any polar or charged residues for the -CH2- group to interact with these residues, the
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Parameter Value at 25◦C Temperature range refs.
U0 1498.5 m s−1 11− 85◦C This work
ρ0 0.99704 g cm−3 0− 100◦C [45]

βS0 4.48× 10−5 bar−1 11− 85◦C This work
and [45]

V ◦
CH2

15.8 cm3 mol−1 5− 55◦C [14, 36, 44]
V ◦

core 16.3 cm3 mol−1 N/A [36]
V ◦

MG 135.5 cm3 mol−1 5− 25◦C [33]
V ◦

SMS 50.6 cm3 mol−1 N/A [34]
KCH2 −1.9× 10−4 cm3 bar−1 mol−1 5− 55◦C [14, 36, 44]
Kcore 9.7× 10−4 cm3 mol−1 bar−1 N/A [36]
KMG −9.8× 10−4 cm3 bar−1 mol−1 5− 25◦C [33]
KSMS −45.0× 10−4 cm3 bar−1 mol−1 N/A [34]

Table 6.1: Values at 25◦C of the parameters used in Eqs. (6.3), (6.4), (6.5) and (6.6)
to calculate the differential ultrasonic velocity. The availability of these parameters for
varying temperature is also summarized.

partial molar adiabatic compressibility, KCH2 , is found at 25◦C to be approximately equal
to −1.9×10−4 cm3 bar−1 mol−1 even though some disagreement exists in the literature of
the exact value of this parameter [14, 36]. Data on the partial molar volume and partial
molar adiabatic compressibility coefficient of -CH2- is available at temperatures between
5 to 55◦C [14]. The partial molar volume and partial molar adiabatic compressibility of
-CH2- is altered when -CH2- is found in the interior of micelles. At 25◦C, the partial
molar volume of -CH2-, V ◦

core, is equal to 16.3 cm3 mol−1 while the partial molar adiabatic
compressibility, Kcore, is approximately equal to 9.7×10−4 cm3 mol−1 bar−1 [36]. No data
on the temperature-dependence of the partial molar volume and partial molar adiabatic
compressibility of -CH2- in the micelle core were found surveying the literature.

The partial molar volume of β-methyl glucoside, V ◦
MG, and partial molar adiabatic

compressibility of β-methyl glucoside, KMG, in aqueous solution is at 25◦C equal to
135.5 cm3 mol−1 and −9.8× 10−4 cm3 bar−1 mol−1, respectively [33]. Data on the partial
molar volume and partial molar adiabatic compressibility of β-methyl glucoside is also
available at 5◦C.

The changes in ultrasonic velocity and density upon addition of sodium methyl sul-
fate to water have been investigated at 25◦C, albeit for high concentrations in the range
between 1 to 5 M [34]. Since the differential ultrasonic velocity and density are approxi-
mately linearly dependent on the concentration of sodium methyl sulfate throughout the
entire concentration range, it is assumed that the data can be used to calculated the par-
tial molar volume, V ◦

SMS, and partial molar adiabatic compressibility, KSMS, of sodium
methyl sulfate. At 1 M, the density of the aqueous sodium methyl sulfate solution is
1.0807 g cm−3. The partial molar volume of sodium methyl sulfate can then be calculated
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by

V ◦
SMS =

MSMS

ρ0
− ρ− ρ0

ρ0CSMS
, (6.7)

where MSMS = 134.09 g mol−1 is the molar mass of sodium methyl sulfate. Using that the
reference density is equal to the density of pure water at 25◦C the partial molar volume
of sodium methyl sulfate is found to be 50.6 cm3 mol−1. The ultrasonic velocity in the 1
M sodium methyl sulfate solution is equal to 1546.8 m s−1. Hence using Eq. (2.30) and
the fact that the ultrasonic velocity in water at 25◦C is equal to 1496.5 m s−1, it is found
that KSMS is equal to −45.0× 10−4 cm3 mol−1 bar−1. No temperature-dependent data on
sodium methyl sulfate was found surveying the literature.

The parameters determined in the above are summarized in Table 6.1. It is clear that
the availability of temperature-dependent data in the literature is not sufficient to apply
the model to predict the temperature dependence of the differential ultrasonic velocities.
However, it is still possible to use the model to calculate differential ultrasonic velocities
at 25◦C to compare with the differential ultrasonic velocities experimentally recorded for
surfactant solutions at 25◦C.

The molar masses used in the mathematical model are summarized in Table 6.2.

Group M

-CH2- 14.03 g mol−1

Methyl glucoside 194.18 g mol−1

Sodium methyl sulfate 134.09 g mol−1

Table 6.2: Molecular masses, M , of the groups used in Eqs. (6.3), (6.4), (6.5) and (6.6) to
calculate the differential ultrasonic velocity.

6.3 Experimental procedure

From the stock HEPES buffer solution, two stock surfactant solutions containing OG and
SDS, respectively, were prepared by weighing out a suitable amount of surfactant powder.
Hence 20 mL of 100 mM OG stock solution was prepared from OG powder of minimally
98 % purity while 20 mL of 25 mM SDS stock solution was prepared from SDS powder of
approximately 95 % purity. pH of both stock surfactant solutions was adjusted to 7.0 by
NaOH and HCl. The concentration of the SDS stock solution was chosen to be four times
smaller than the concentration of the OG stock solution, since the cmc of SDS is expected
to be approximately four times smaller than the cmc of OG. A number of surfactant
solution samples of varying surfactant concentration were then created for both types of
surfactants by performing a serial dilution from the stock surfactant solutions.

Experiments were conducted examining the effects of varying surfactant concentration
and sample temperature. The experiments varying the surfactant concentration were
conducted at 25◦C with HEPES buffer in resonator cavity 1 and OG HEPES buffer solution
or SDS HEPES buffer solution in resonator cavity 2 by injecting surfactant samples into
resonator cavity 2 in order of increasing surfactant concentration, i.e. using an approach
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similar to the approach for the polystyrene microbead suspensions. Two data points were
recorded for each surfactant concentration. Two experiments on the effect of varying
temperature were conducted with HEPES buffer in resonator cavity 1 and 12 mM OG
and 100 mM OG, respectively, in resonator cavity 2 using the script with scan rate 300
mK min−1.

6.4 Results

Results obtained for the concentration scans are presented in Fig. 6.2. Consider first the

(a)

0 20 40 60 80 100

0

2

4

6

8

∆U
 [m

 s
−

1 ]

C [mM]

 

 

0 20 40 60 80 100

−2

0

2

4

6

x 10
−15

∆(
α 

f −
2 ) 

[s
2  m

−
1 ]

0 20 40 60 80 100

−2

0

2

4

6

x 10
−15

0 20 40 60 80 100

−2

0

2

4

6

x 10
−15

Experimental velocity
Experimental absorption
Calculated velocity

(b)

0 5 10 15 20 25

−1

−0.5

0

0.5

1

1.5

2

∆U
 [m

 s
−

1 ]

C [mM]

 

 

0 5 10 15 20 25

−4

−2

0

2

4

6

8

x 10
−14

∆(
α 

f −
2 ) 

[s
2  m

−
1 ]

Experimental velocities
Experimental absorption
Calculated velocities
Literature velocities

Figure 6.2: The left vertical axes on the figures represent the differential ultrasonic veloc-
ities whereas the right vertical axes represent the differential ultrasonic absorption. (a)
is concerned with the setup with HEPES buffer in resonator cavity 1 and OG HEPES
buffer solution of varying OG concentration in resonator cavity 2 at 25◦C. The blue and
dark green lines show the differential ultrasonic velocities, ∆U , and differential ultrasonic
absorption, ∆(αf−2), respectively, recorded for varying OG concentration, C. Results
clearly show the existence of the cmc. The red line presents the results of the theoret-
ical calculations showing relatively good agreement below the cmc and poor agreement
above the cmc to the recorded differential ultrasonic velocities. (b) is concerned with the
setup with HEPES buffer in resonator cavity 1 and SDS HEPES buffer solution of varying
SDS concentration in resonator cavity 2 at 25◦C. The blue line shows the experimen-
tally recorded differential ultrasonic velocities whereas the dark green data points show
the experimentally recorded differential ultrasonic absorption. Hence data recorded for
SDS do not imply the existence of a cmc. However the experimentally recorded differen-
tial ultrasonic velocities do not compare well with results from the literature represented
by the cyan line. Calculations from the theoretical model, shown by the red line, agree
relatively well with the literature values below the cmc whereas poor agreement is seen
above the cmc. Uncertainties are assumed to be ±4.7 cm s−1 and ±7 × 10−16s2 m−1 for
the differential ultrasonic velocity and absorption, respectively.
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results in Fig. 6.2 (a) recorded at 25◦C for HEPES buffer in resonator cavity 1 and OG
HEPES buffer solution in resonator cavity 2 for varying OG concentration. The inflections
in the differential ultrasonic velocity and differential ultrasonic absorption implies that the
cmc, Ccmc, is equal to 26.9 mM and 24.1 mM, respectively. Fortunately, the two values
for Ccmc of OG determined from the ultrasonic velocity and ultrasonic absorption agree
well to values for Ccmc of OG found literature [12]. A linear line is fitted to the differential
ultrasonic velocities below the cmc. This line is given by: ∆U = 0.1673 (m s−1 mM−1)·C+
0.0517 m s−1. The differential ultrasonic velocities recorded above the cmc are also fitted
by a linear line given by: ∆U = 0.0129 (m s−1 mM−1) · C + 4.2030 m s−1. The red curve
on Fig. 6.2 (a) is calculated using Eqs. (6.3) and (6.4) and the parameters from Tables 6.1
and 6.2 and assuming that Ccmc is equal to 26.9 mM. Relatively good agreement between
calculations and experiments is found below the cmc where the small difference is close to
the limit of uncertainties due to uncertainties of the applied parameters. However, above
the cmc, poor agreement is found between experiments and calculations.

Fig. 6.2 (b) shows results obtained at 25◦C for HEPES buffer in resonator cavity 1
and SDS HEPES buffer solution in resonator cavity 2 for varying SDS concentration. The
differential ultrasonic velocities exhibit an increasing trend as a function of temperature
but data do not imply that the cmc is within the considered concentration range. The
differential ultrasonic absorption is not sensitive to SDS concentration, except for a single
outlier at 10 mM SDS concentration (not shown in the figure). The differential ultrasonic
velocities recorded with the ResoScan System compare poorly to data from the literature
recorded with SDS in water [32] as well as to the results of calculations using Eqs. (6.5)
and (6.6) and the parameters from Tables 6.1 and 6.2 and a cmc of 8.3 mM [32]. This
poor agreement implies that the experiment conducted on SDS HEPES buffer solutions
using the ResoScan System is not successful and that some source of error, e.g. related
to adsorption of the surfactants to the resonator cavity surfaces, significantly impinge on
the experiments. Relatively good agreement between the theoretical calculations and the
literature data is seen below the cmc whereas a significant discrepancy again is seen above
the cmc.

Finally, consider Fig. 6.3 which shows the differential ultrasonic velocities recorded
during the two temperature scans conducted with HEPES buffer in resonator cavity 1
and 12 mM and 100 mM OG HEPES buffer solution, respectively, in resonator cavity
2, i.e. the temperature scans are conducted for samples with and without micelles. The
differential ultrasonic velocities recorded for the 100 mM OG HEPES buffer solution is
multiplied by 0.12 to make the two curves on the figure directly comparable. Differential
ultrasonic velocities exhibit a decreasing trend for both specimens, but for the 100 mM
OG HEPES buffer solution, the differential ultrasonic velocities are actually observed to
become negative above 57◦C implying that the adiabatic compressibility coefficient of the
micelles is higher than the adiabatic compressibility coefficient of bulk water.
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Figure 6.3: Differential ultrasonic velocities, ∆U , recorded for HEPES buffer in resonator
cavity 1 and 12 mM and 100 mM OG HEPES buffer solution in resonator cavity 2 for
varying temperature, T . The curve recorded for 100 mM OG solution is multiplied by
0.12 to make the two curves directly comparable. Both curves exhibit the characteristic
decreasing trend but the curve for the 100 mM OG solution becomes negative for temper-
atures above 57◦C implying that the adiabatic compressibility coefficient of the micelles
is higher than the adiabatic compressibility coefficient of bulk water.

6.5 Discussion

6.5.1 The additive assumption

The linear trends seen in Fig. 6.2 for (a) the differential ultrasonic velocities on aqueous
OG solutions recorded using the ResoScan System and (b) the differential ultrasonic veloc-
ities for aqueous SDS solutions found in the literature, imply that the additive assumption
introduced for the low-weight molecules considered in the previous chapter, also is valid
for the aqueous surfactant solutions. Furthermore, the relatively good agreement of the
mathematical model to the experimentally recorded results for OG and to the literature
results for SDS below the cmc also imply that the contributions from the individual molec-
ular groups on the surfactant molecules in this regime, at least to some extent, can be
treated as additive. The reason for the good results obtained for the mathematical model
below the cmc is probably related to the linear nature of the surfactant molecules. For
examples, it is known from data on n-alkanols and α, ω-alkane diols that the range of the
effect of the polar groups in these molecules on the partial molar adiabatic compressibility
of the adjacent -CH2- groups only is limited to the two nearest -CH2- groups [44]. This
implies that the effect of the glucose head group in OG on the compressibility of the ad-
jacent -CH2- groups also is limited to the nearest -CH2- groups explaining the relatively
good results for the calculations conducted on the OG solutions.

Above the cmc, a reasonable large discrepancy is seen in Fig. 6.2 between the calcu-
lated curves and (a) the differential ultrasonic velocities on aqueous OG solutions recorded
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using the ResoScan System and (b) the differential ultrasonic velocities for aqueous SDS
solutions found in the literature. Three reasons may explain this discrepancy. Firstly, the
hydration properties of the hydrophilic head groups may be altered when the surfactants
aggregate into micelles. However, as mentioned previously, the hydration for the glucose
head groups is similar in the monomer and micelle state implying that this is not the
reason for the observed discrepancy, at least in the case of the OG systems. Secondly,
since the contributions for the -CH2- groups in the micelle interior used in the calculations
are determined from experiments on surfactants varying the alkyl chain length between
10 to 16 [36], the contributions from -CH2- in the inner part of the micelle interior may
be different from the contributions from -CH2- in the outer part of the micelle interior.
However, results from the literature indicate that the partial molar adiabatic compress-
ibility of -CH2- in the outer part of the micelle core actually decreases [36]. Thus if the
differential properties of -CH2- in the inner and outer parts were taken into account, the
discrepancy for the recorded and calculated curves above the cmc in Fig. 6.2 would ac-
tually increase. Thirdly, the assumption of constant monomer surfactant concentration
above the cmc may be invalid [25].

Finally, note that ultrasonic velocimetry may also potentially be used to examine the
dependence of the interior part of the hydrophobic micelle core on temperature using the
additive approach in the mathematical model introduced in the above. Hence system-
atically varying the alkyl chain length for a given surfactant at concentration above the
cmc, it is possible to determine the temperature-dependent contribution to the differential
ultrasonic velocities from the -CH2- groups in the interior of the micelles. A comparison of
these contributions to the temperature-dependence on the ultrasonic velocity in other hy-
drocarbon structures may help reveal important information of similarities and differences
between these structures.

6.5.2 Density or compressibility

Density data is not as readily available for aqueous surfactant solutions as for the aqueous
salt solutions considered in the previous chapter. Hence it is not easy to track down
temperature-dependent density data for aqueous surfactant solutions that can be used to
consider the density contribution to the relative molar increment in the ultrasonic velocity
over the entire temperature range examined in the experiments performed in this thesis.
For OG in aqueous solution, partial molar volumes, V ◦, for 15 and 25◦C were found in the
literature [38]. V ◦ can be used to calculate the density contribution to the relative molar
increment in ultrasonic velocity, [U ]ρ, by combining Eqs. (2.26) and (2.29)

[U ]ρ = −ρ− ρ0

2Cρ0
=

1
2

(
V ◦ − M

ρ0

)
. (6.8)

Using that the differential ultrasonic velocity for 12 mM OG at 15◦C is 2.33 m s−1, see
Fig. 6.3, and that the absolute ultrasonic velocity in the HEPES buffer solution at 15◦C
is equal to 1468.9 m s−1, the relative molar increment of the ultrasonic velocity, [U ], for
OG at 15◦C is calculated to be 132.2 cm3 mol−1. The density contribution to the relative
molar increment in ultrasonic velocity at 15◦C can be calculated using that the partial
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molar volume of OG in aqueous solution, V ◦
OG, at 15◦C is equal to 243.35 cm3 mol−1 [38],

that the density of water at 15◦C is equal to 0.99913 g cm−3 [45] and that the molar
mass of OG is equal to 292.4 g mol−1. Thus the density contribution, [U ]ρ, is at 15◦C
calculated to be −24.7 cm3 mol−1. The relative molar increment in the ultrasonic velocity
for OG at 25◦C can be calculated using that the absolute ultrasonic velocity in the HEPES
buffer solution at 25◦C is 1498.5 m s−1 and that the slope of the linear curve fitted to the
experimentally recorded differential ultrasonic velocities below the cmc on Fig. 6.2 (a) is
0.1673 m s−1 mM−1. Thus the relative molar increment in ultrasonic velocity at 25◦C is
calculated to be 111.6 cm3 mol−1. Using that the partial molar volume of OG at 25◦C is
245.79 cm3 mol−1 [38] and that density of water at 25◦C is 0.99704 g cm−3, the density
contribution to the relative molar increment in the ultrasonic velocity at 25◦C is found to
be −23.8 cm3 mol−1. Thus the density contribution to the differential ultrasonic velocity
of aqueous OG solutions is found to be significant. Furthermore, it is found that the
density contributions calculated at 15◦C and 25◦C are similar implying that changes in
differential ultrasonic velocity occurring as a function of temperature are dominated by
changes in solution compressibility.

It is also possible to assess the density contribution to the relative molar increment
in ultrasonic velocity at 25◦C for OG in micelles assuming that the concentration of
monomeric surfactants is constant above the cmc. Hence the slope of the linear line
fitted to fitted to the differential ultrasonic velocities recorded above the cmc in Fig. 6.2
(a), given by 0.0129 m s−1 mM−1, is used to determine that the relative molar increment in
ultrasonic velocity of OG in micelles is equal to 8.6 cm3 mol−1. The density contribution to
this relative molar increment at 25◦C is calculated, using that the partial molar volume of
OG above the cmc is approximately 255 cm3 mol−1 [38], to be −19.1 cm3 mol−1. Hence the
density contribution is also significant above the cmc. Note that this density contribution is
actually rather close to the density contribution for monomeric OG implying that difference
in relative molar increments in ultrasonic velocity for monomer and micelle OG is related
to differences in compressibility. Calculations on the density contribution to the relative
molar increment in ultrasonic velocity were not conducted for SDS due to the disagreement
between the experimentally recorded results and the literature results.

6.6 Summary

Basic chemical theory on surfactants and the hydrophobic effect was introduced and a
mathematical framework for interpretation of differential ultrasonic velocities in aqueous
surfactant solutions was presented. Experimental results showed that ultrasonic velocime-
try can be used to detect the cmc, even though results for SDS did not agree with the
literature, and that micelles are actually more compressible than water. Using the math-
ematical model to account for the differential ultrasonic velocities below the cmc implied
that the long range effect of the hydrophilic head groups on the -CH2- groups in the alkyl
chains was not a dominant effect. Poor agreement was found between the mathematical
model and experimental results above the cmc, which may be due to the fact that the
assumption of constant surfactant concentration above the cmc is not valid. Calculations
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on the importance of density and compressibility showed that both effects were important
to the relative molar increment in ultrasonic velocity, but that variations in the relative
molar increment in ultrasonic velocity occurring when the temperature is varied between
15 and 25◦C is due to variations in the compressibility contribution. Differences between
the relative molar increment in ultrasonic velocity for monomer and micelle OG is also
related to differences in the compressibility contribution.
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Chapter 7

Case study: Proteins

The third and final case study is concerned with aqueous solutions containing proteins.
The chemical complexity of aqueous protein solutions is higher than the chemical com-
plexity of the aqueous low-weight molecule solutions and the aqueous surfactant solutions.
Therefore it is once again necessary to examine the validity and the extent of applicability
of the conclusions drawn in Chapters 5 and 6. The experimental work on protein solutions
is conducted using Lipolase and is inter alia concerned with the effect of adding NaCl and
CaCl2 to HEPES buffer solutions containing Lipolase.

7.1 Relevant chemical introduction

Proteins are a class biological macromolecules taking part in a wealth of biological func-
tions. For example, proteins are involved in catalysis of biochemical metabolic reactions,
in cellular transport of other types of biomolecules, in signal transmission and in cellular
structural support. All proteins have in common that they are built of amino acids, see
Fig. 7.1 (a) [6]. This is used within the field of gene technology to create proteins with
tailor-made properties by systematic exchange of the amino acids of a given protein [11].

Catalytic proteins, called enzymes, are very important to detergent applications as
they are used to degrade various types of dirt and stain material. For example, enzymes
called proteases are used to degrade proteins whereas enzymes called amylases are used to
degrade starch. The third major class of enzymes used in detergent applications are lipases.
Lipases are a class of enzymes catalyzing the degradation of lipids. The enzyme considered
in the experimental work of this case study, namely Lipolase, is a lipase developed by Novo
in 1988 widely used in detergent products, see Fig. 7.1 (b). Lipolase is developed through
gene technology and is a wild type from yeast Thermomyces lanuginosus [11].

The functional properties of proteins are intimately related to their three-dimensional
structure. This structure is determined from the interaction between the amino acids
comprising a given protein as well as the interaction between the amino acids and solvent
surrounding the protein. Most proteins are by nature designed to function in aqueous sol-
vents. A general feature of these proteins is thus that their interior mainly comprises non-
polar residues whereas their surface comprise both charged, polar, and nonpolar residues

63
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(a) (b)

Figure 7.1: Ball-and-stick diagram of (a) amino acid and (b) monomer moiety of ther-
momyces (Humicola) lanuginosa lipase [78], which is structurally equivalent to Lipolase.
Red balls represent oxygen atoms, white balls represent hydrogen atoms, grey balls repre-
sent carbon atoms, blue balls represent nitrogen atoms and the yellow ball in the amino
acid is a general representation of the side chain of the amino acid which varies dependent
on the type of amino acid considered.

[6].
The three-dimensional protein structure, and hence protein functionality, is disrupted

by protein denaturation induced by altered physical and chemical conditions in aqueous
protein solutions. This disruption of the three-dimensional structure of the protein may
lead to exposure of the hydrophobic residues in the protein interior to the aqueous solvent.
This may in turn favor intermolecular interaction between denatured proteins leading to
irreversible aggregation and precipitation [25]. Many variables related to aqueous protein
solutions may induce protein denaturation and aggregation. For example, temperature
variations may affect protein stability destabilizing the native protein structure [19, 25,
41]. Variations in pH may also affect protein stability. Hence extreme pH may result in
protein denaturation and subsequent aggregation due to a high surface charge entailing
intramolecular electrostatic repulsion. However, a pH close to the protein isoelectric point
may also result in aggregation as a lower surface charge limits electrostatic repulsion
between proteins favoring intermolecular aggregation interactions [19].

The addition of salt to aqueous protein solutions may also affect the conformational
stability of the proteins. Thus increasing the ionic strength may lead to a neutralization
of the surface charge of the protein due to electrostatic screening [25]. However, simple
electrostatic screening is not enough to completely account for the effect of ions on protein
stability. For example, the charge density of the ions, and thus the strength of the hydra-
tion of these ions, may affect the solubility of proteins. This is normally described through
the Hofmeister series ordering the ions dependent on their effect on protein solubility, i.e.
ions with a high charge density, called kosmotropes, are known to increase the solubility of
proteins whereas ions with a low charge density, called chaotropes, are known to decrease
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the protein solubility [20]. No explanation of the mechanisms underlying the Hofmeister
series is yet generally accepted [42]. Finally, multivalent ions may also bind directly to
unpaired charged residues on the protein surface also affecting the protein stability [19].

Due to the multiple effects of salt on the stability of proteins, it is hard to gener-
ally predict the effect of adding NaCl and CaCl2 to aqueous protein solutions to protein
denaturation and stability. NaCl is thus known to decrease the aggregation rates for re-
combinant factor VIII SQ and recombinant keratinocyte growth factor and increase the
aggregation rate for rhGCSF [19]. CaCl2 is known to play a role on thermal aggregation
of whey protein mixtures and purified β-lactoglobulin solutions hypothesized to be due
to site-specific binding of the Ca2+ ions to the protein surface. Hence NaCl will not en-
tail aggregation to the same extent as CaCl2 in whey protein mixtures or β-lactoglobulin
solutions when the two types of salts are considered at similar ionic strength [55].

7.2 Ultrasonic introduction

The differential ultrasonic velocity between an aqueous protein solution and an aqueous
reference sample is related to both intrinsic as well as hydration contributions. Hence
the intrinsic compressibility contribution arises due to imperfect internal protein atomic
packing resulting in internal voids and cavities [15]. In order to further elucidate the
ultrasonic properties of proteins, a mathematical model is presented.

7.2.1 Mathematical model

The model to be presented in the following was first presented in an article by Chalikian
et al. [15]. Assuming infinite dilution, the authors proposed that the differential ultrasonic
velocity could be properly accounted for by intrinsic contributions as well as distinct
hydration contributions from charged, polar and nonpolar areas of the surface. Hence the
partial specific protein volume, v◦, was proposed to be given by given by

v◦ = CMvM +
CnSn + CcSc + CpSp

M
, (7.1)

where vM is the specific intrinsic protein volume, CM is a temperature-dependent expansion
factor, Sc, Sp and Sn are the charged, polar and nonpolar solvent accessible surface areas
of the protein, respectively, and Cc, Cp and Cn are temperature-dependent parameters
accounting for the contributions from the charged, polar and nonpolar solvent accessible
surface areas of the protein, respectively, to v◦.

Using a similar approach, the partial specific adiabatic compressibility is expressed as

k◦s = βMvM +
BcSc + BpSp + BnSn

M
, (7.2)

where βM is the intrinsic adiabatic compressibility coefficient and Bc, Bp and Bn are the
compressibility contribution per solvent accessible surface area from charged, polar and
nonpolar surface areas, respectively. The intrinsic adiabatic compressibility coefficient is
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Parameter Unit Fit
CM 3× 10−4T + 1.02380
Ccp cm3 mol−1 Å−2 -0.47
Cn cm3 mol−1 Å−2 0.62
BM 10−6 cm3 mol−1 bar−1 Å−3 1.06× 10−2T + 10.73
Bc 10−6 cm3 mol−1 bar−1 Å−2 -15
Bp 10−6 cm3 mol−1 bar−1 Å−2 −6.0× 10−3T 2 + 0.67T − 75.66
Bn 10−6 cm3 mol−1 bar−1 Å−2 −7.8× 10−3T 2 + 0.80T − 24.50

Table 7.1: Polynomial fits to the temperature-dependence of the parameters CM, Ccp, Cn,
BM, Bc, Bp and Bn used in the theoretical model on the effect of protein on the differential
ultrasonic velocity. Polynomial fits are valid for temperatures between 18 to 55◦C. Since
some of the parameters are rather independent of temperature, they are just represented
as constants in the table.

calculated by

βM =
BMV 2

M

MVWvM
, (7.3)

where BM is a temperature-dependent parameter, VM is the intrinsic volume of the pro-
tein and VW is the van der Waals volumes of the atoms of the proteins. Note that this
formula is corrected from what appears to be a misprint in the article by Chalikian et al..
Furthermore, it should be noted that VM in Eq. (7.3) represent a real volume as opposed
to the general convention in this thesis where VM represent a molar volume.

The change in ultrasonic velocity occurring upon addition of proteins to an aqueous
solvent is found by inserting Eqs. (7.1) and (7.2) into Eq. (2.30)

∆U

U0
=

(
−βMv◦M

2βS0
− BcSc + BpSp + BnSn

2βS0M
+ CMvM

)
CM+ (7.4)

(
CnSn + CcSc + CpSp

M
− 1

2ρ0

)
CM.

Chalikian et al. considered X-ray data from 12 different globular proteins to determine
the intrinsic volumes as well as the solvent accessible surface areas of the charged, polar
and nonpolar surface areas of the considered proteins. Measured changes in ultrasonic
velocities and partial specific volumes recorded for each of these proteins at 18, 25, 35, 45
and 55◦C were then used to perform a linear regression to determine the values of CM,
Cc, Cp, Cn, BM, Bc, Bp and Bn at each temperature [15]. Note that Cp and Cc during
the course of the linear regression were rewritten by the authors to one constant, namely
Ccp. Polynomials fitted using MATLAB to values of the parameters determined in the
study by Chalikian et al. are shown in Table 7.1. Since some of the parameters were
virtually independent of temperature, they are just represented as constants throughout
the temperature range between 18 to 55◦C.
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7.3 Experimental procedure

Lipolase was supplied dissolved in another buffer than the HEPES buffer used in the
previous chapters. To isolate Lipolase from its original buffer and instead dissolve it in
the HEPES buffer, column chromatography was applied. The columns used in column
chromatography contain a porous medium entailing a differential flow rate for the macro-
molecular proteins and the buffer molecules. Hence the columns allow for a separation
of Lipolase from its original buffer and hence for the solvation of Lipolase in the HEPES
buffer. Two stock aqueous Lipolase HEPES buffer solutions were prepared using column
chromatography. To determine the Lipolase concentration of the created stock Lipolase
HEPES buffer solutions, photometric measurements were applied. Since the absorbance of
light with a wavelength of 280 nm is directly proportional to the protein concentration in
the sample, the Lipolase concentration of the two created Lipolase HEPES buffer solutions
were hence determined to be 59.4 µM and 63.4 µM, respectively.

Experiments, for both varying Lipolase concentration and for varying temperature,
were conducted with HEPES buffer in resonator cavity 1 and Lipolase HEPES buffer
solutions in resonator cavity 2. Experiments on varying Lipolase concentration were con-
ducted at 25◦C for Lipolase concentrations between 0 to 20 µM and between 39.5 to
59.4 µM. Experiments conducted on Lipolase concentration between 0 to 20 µM were
performed using a number of samples prepared from serial dilution of the stock 59.4 µM
Lipolase HEPES buffer solution. These samples were then injected into resonator cavity
2 in order of increasing Lipolase concentration using an approach similar to the approach
used for the polystyrene microbead suspensions. Experiments conducted for higher Lipo-
lase concentrations between 39.5 to 59.4 µM were conducted using an approach designed
to limit the consumption of Lipolase since Lipolase only was available in limited amounts.
Hence the first data point in this experiment was obtained with 180 µL HEPES buffer in
resonator cavity 1 and 180 µL of the stock 59.4 µM Lipolase HEPES buffer solution in
resonator cavity 2. Subsequently, 10 µL HEPES buffer was injected into both resonator
cavities and a new data point was obtained after the samples in the resonator cavities had
equilibrated. This procedure was repeated until the maximally allowed sample volume of
250 µL was attained in both resonator cavities corresponding to a Lipolase concentration
of 39.5 µM in the Lipolase HEPES buffer solution in resonator cavity 2. Experiments
on varying temperature was performed by running the script with a scan rate of 500
mK min−1 with HEPES buffer in resonator cavity 1 and a sample taken from the stock
63.4 µM Lipolase HEPES buffer solution in resonator cavity 2.

Experiments were also conducted to examine the effect of adding NaCl and CaCl2 to
the Lipolase HEPES buffer solutions. These experiments were conducted at 25◦C with
salt HEPES buffer solution in resonator cavity 1 and the same type of salt at the same
concentration in Lipolase HEPES buffer solution in resonator cavity 2. Two experimental
procedures were applied to conduct these experiments. Both of these procedures were
designed to minimize the consumption of Lipolase. In both procedures, the first data
point was obtained with 180 µL HEPES buffer in resonator cavity 1 and 180 µL of the
stock 63.4 µM Lipolase HEPES buffer solution in resonator cavity 2, i.e. no salt was
present in the samples when the first data point was recorded. To introduce salt into the
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two resonator cavities, salt HEPES buffer solution was injected into both resonator cavities
from a micropipette. In the first procedure, these salt HEPES buffer solutions were injected
from a micropipette adjusted to contain 10 µL and filled with salt HEPES buffer solutions
by releasing the operating button from the second stop, i.e. the pipette tip was filled
with an additional volume of salt HEPES buffer solution to the preadjusted 10 µL. The
pipette tip was then immersed into a sample in one of the resonator cavities and the salt
HEPES buffer solution in the pipette was mixed with the sample in the resonator cavity
by approximately 10 times in turns pressing the operating button to the first stop and
releasing the operating button. The operating button was finally pressed to the first stop
and the pipette removed from the resonator cavity, i.e. the volume of the samples in the
resonator cavities increased by 10 µL each time a salt HEPES buffer solution was injected
into the cavities during the first procedure. Thus the experiment was proceeded until the
sample volume of the resonator cavities attained the maximally allowed 250 µL. The large
advantage associated with the first procedure is the avoidance of formation of air bubbles.
However, the first procedure was very time consuming due long equilibration times of the
samples in the resonator cavities due to the time required for the injected salt HEPES
buffer solutions to properly diffuse around in the resonator cavities. The aim of the second
experimental procedure was to rectify this problem. Hence, in the second procedure, salt
HEPES buffer solution was injected into the resonator cavities from accurately volume of
10 µL from a micropipette and subsequently mixed by immersing the pipette tip, adjusted
to contain 50 µL, into the resonator cavities and approximately 10 to 20 times in turns
pressing the operating button to the first stop and releasing the operating button. The
second procedure thus corrected the problem with the poor mixing but in return it entailed
an unfortunate tendency of forming air bubbles in the resonator cavities which may entail
erroneous results during experiments. Hence none of the experimental procedures was
flawless but they represented the best solution under the circumstances where the ideal
possibility of using samples mixed in test tubes outside of the resonator cavities was not
accessible. Two temperature scans were also conducted. The first temperature scan was
conducted on 60 mM NaCl HEPES buffer solution in resonator cavity 1 and 60 mM NaCl
42.1 µm Lipolase HEPES buffer solution in resonator cavity 2. The second temperature
scan was conducted on 49.23 mM CaCl2 HEPES buffer solution in resonator cavity 1 and
49.23 mM CaCl2 42.6 mum Lipolase HEPES buffer solution. Both temperature scans were
conducted running the script with a scan rate of 500 mK min−1.

7.4 Results

Results for experiments for Lipolase concentration scans conducted with HEPES buffer
solution in resonator cavity 1 and Lipolase HEPES buffer solution in resonator cavity 2 at
25◦C are shown in Fig. 7.2. Uncertainties of the differential ultrasonic velocity and differ-
ential ultrasonic absorption are assumed to be ±4.7cm s−1 and ±7×10−16 s2 m−1, respec-
tively, in accordance with Section 3.3.3. The differential ultrasonic velocity on (a) appear
to be linearly dependent on Lipolase concentration indicating the validity of the assump-
tion of infinite dilution. For small Lipolase concentrations below 4 µM ≈ 0.1 mg mL−1
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Figure 7.2: Results for experiments measuring the differential ultrasonic properties with
HEPES buffer solution in resonator cavity 1 and Lipolase HEPES buffer solution in res-
onator cavity 2 at 25◦C as a function of Lipolase concentration. The data points on
(a) show the differential ultrasonic velocity. These differential ultrasonic velocities ap-
pear to be linearly dependent on the Lipolase concentration. Error bars are assumed to
be ±4.7cm s−1. The data points on (b) show the differential ultrasonic absorption. Er-
ror bars are assumed to be ±7 × 10−16 s2 m−1. Only noise is found for the differential
ultrasonic velocities and no real signal is emergent.

the recorded differential ultrasonic velocities just represent noise in accordance with the
fundamental concentration limit of the ResoScan System discussed in Section 1.1. The
recorded differential ultrasonic absorption on (b) is dominated by noise and no real signal
is identifiable.

Since the experimental procedures on injecting salt into the resonator cavities caused
a dilution of the Lipolase sample, the experimentally differential ultrasonic velocities
recorded during these experiments are normalized to a Lipolase concentration of 63.4 µM
by multiplying by (63.4 µM)/C, where C in this case is the concentration of Lipolase. Nor-
malized differential ultrasonic velocities, ∆Unorm, recorded for salt HEPES buffer solution
in resonator cavity 1 and Lipolase salt HEPES buffer solution in resonator cavity 2 for
both NaCl and CaCl2 are presented in Fig. 7.3. Uncertainties on this figure are calculated
using that ∆Unorm = (∆ULipo+∆Usalt)·63.4 µM/C, where ∆ULipo is the contribution from
Lipolase and ∆Usalt is the contribution from differences in salt concentration between the
two resonator cavities. A test experiment conducted by injecting similar amounts of NaCl
solution in resonator cavities using micropipettes adjusted to 10 µL indicates that the
uncertainty in ∆UNaCl, denoted δ∆UNaCl, was given by ±6.2 cm s−1. Neglecting the un-
certainty of the Lipolase concentration, C, the uncertainties in the normalized differential
ultrasonic velocity, δ∆Unorm, are calculated using the law of error propagation [65]

δ∆Unorm =

√(
63.4 µM

C
δ∆ULipo

)2

+
(

63.4 µM
C

δ∆UNaCl

)2

, (7.5)
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where δ∆ULipo is the uncertainties in the differential ultrasonic velocity for Lipolase given
by ±4.7 cm s−1. Both normalized differential ultrasonic velocities presented in Fig. 7.3 for
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Figure 7.3: Normalized differential ultrasonic velocities recorded at 25◦C for experiments
injecting (a) NaCl HEPES buffer solutions and (b) CaCl2 HEPES buffer solution into
both resonator cavities so that resonator cavity 1 contains a salt HEPES buffer solution
and resonator cavity 2 contains a Lipolase salt HEPES buffer solution at the same salt
concentration, i.e. C represent the common salt concentration of both resonator cavities
so that the only difference between the two resonator cavities are related to the existence
of Lipolase in resonator cavity 2. In general, curves appear to exhibit an increasing trend
although further experiments are needed in order to confirm that this trend is indeed
significant.

(a) addition of NaCl to the samples in the resonator cavities and (b) addition of CaCl2
to the samples in resonator cavities appear exhibit increasing trends although further
experiments are needed to fully confirm the statistical significance of this trend. Based
on the curves in Fig. 7.3, it is not possible to conclude that there are any differences on
the effect of NaCl and CaCl2 on Lipolase at 25◦C in the considered salt concentration
intervals. A discussion of the biochemical interpretation of this increasing trend is given
in Section 7.5.5. Note that the ultrasonic absorption is not sensitive to the addition of
salt to the samples in the resonator cavities.

Differential ultrasonic velocities normalized to a Lipolase concentration of 63.4 µM for
temperature scans are presented in Fig. 7.4 for (a) HEPES buffer solution in resonator
cavity 1 and 63.4 µM Lipolase HEPES buffer solution in resonator cavity 2, (b) 60 mM
NaCl HEPES buffer solution in resonator cavity 1 and 60 mM NaCl 42.1 µM Lipolase
HEPES buffer solution in resonator cavity 2 and (c) 49.23 mM CaCl2 HEPES buffer solu-
tion in resonator cavity 1 and 49.23 mM CaCl2 42.6 µM Lipolase HEPES buffer solution
in resonator cavity 2. All curves are corrected by the correction procedure presented
in Section 4.1.6 and subsequently smoothed. It is known that Lipolase denatures when
heated to approximately 70◦C. The differential ultrasonic velocities in Fig. 7.4 (a) and (b)
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do however not indicate the occurrence of any denaturation and furthermore the differ-
ential ultrasonic velocities imply that any reactions occurring upon heating of Lipolase in
HEPES buffer or heating of Lipolase in 60 mM NaCl HEPES buffer solution are reversible.
However, in the case of Lipolase in 49.23 mM7 CaCl2 buffer solution, results imply that a
completely irreversible reaction occurs during the first temperature scan, since a dramatic
decrease in ultrasonic velocity is seen at 72◦C. In fact, the sample with Lipolase and
CaCl2 had changed its visible appearance after the temperature scan to become opaque
implying aggregation induced by CaCl2 and heating. These results are further discussed
in Section 7.5.5. Small variations in ultrasonic absorption were also seen during the course
of the experiments. Hence the differential ultrasonic absorption exhibited a minimum at
approximately 72◦C for the experiments on CaCl2 Lipolase solutions indicating that ab-
sorption data also might reveal interesting information on protein denaturation. However,
further interpretation of these results are unfortunately beyond the scope of this thesis.
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Figure 7.4: Differential ultrasonic velocities normalized to a Lipolase concentration of
63.4 µM for temperature scans of (a) HEPES buffer solution in resonator cavity 1 and
63.4 µM Lipolase HEPES buffer solution in resonator cavity 2, (b) 60 mM NaCl HEPES
buffer solution in resonator cavity 1 and 60 mM NaCl 42.1 µM Lipolase HEPES buffer
solution in resonator cavity 2 and (c) 49.23 mM CaCl2 HEPES buffer solution in resonator
cavity 1 and 49.23 mM CaCl2 42.6 µM Lipolase HEPES buffer solution in resonator cavity
2. The curves indicate that Lipolase in HEPES buffer as well as Lipolase in NaCl HEPES
buffer exhibit a reversible course of events when heated where irreversible aggregation
occurs for Lipolase in CaCl2 HEPES buffer.

To further investigate the results of the temperature scans in Fig. 7.4, the first deriva-
tives of the recorded differential ultrasonic velocities are plotted in Fig. 7.5. The procedure
of plotting the first derivatives is well-known for a number of other physical experimental
techniques, including calorimetric methods. However, in this case the first derivatives in
Fig. 7.5 do not seem to provide any new interesting information than what is already seen
in Fig. 7.4.
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Figure 7.5: First derivatives of differential ultrasonic velocities recorded during the tem-
perature scans conducted for (a) HEPES buffer solution in resonator cavity 1 and 63.4 µM
Lipolase HEPES buffer solution in resonator cavity 2, (b) 60 mM NaCl HEPES buffer so-
lution in resonator cavity 1 and 60 mM NaCl 42.1 µM Lipolase HEPES buffer solution in
resonator cavity 2 and (c) 49.23 mM CaCl2 HEPES buffer solution in resonator cavity 1
and 49.23 mM CaCl2 42.6 µM Lipolase HEPES buffer solution in resonator cavity 2.

7.5 Discussion

7.5.1 The additive assumption

The linear trends of the differential ultrasonic velocity in Fig. 7.2 indicate that the additive
assumption is also applicable to native globular proteins. In fact it is known that partial
specific volume and partial specific adiabatic compressibility is independent of concentra-
tion in intervals between 0 to 5 mg mL−1 for globular proteins [15]. Since the molar mass
of Lipolase is approximately 30 kg mol−1, the maximal applied Lipolase concentration of
63.4 µM is equal to 1.9 mg mL−1 well within this interval.

The mathematical model presented in Section 7.2.1 is based on the assumption that
the contributions from the different types of solvent accessible surface areas of proteins
are additive. It is however important to note that the contributions per surface area
for proteins do not compare well with contributions identified for low-weight molecules
[15]. This discrepancy is related to intramolecular interaction between the residues on the
protein surface.

Interestingly, the addition of NaCl and CaCl2 to Lipolase solutions seem to entail the
breakdown of the additive assumption. Hence, Fig. 7.3 shows that the contribution per
Lipolase molecule to the differential ultrasonic velocity apparently increases when NaCl or
CaCl2 is added. In Fig. 7.4 it is also clear that the contributions per Lipolase molecules is
significantly affected by the presence of both NaCl and CaCl2 when samples are heated.
These results imply that some interaction between the salt molecules and Lipolase must
take place. This interaction is discussed further in Section 7.5.5.
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T [◦C] 18 25 35 45 55
v◦ [cm3 g−1] 0.742 0.745 0.748 0.750 0.753
[u] [cm3 g−1] 0.180 0.164 0.147 0.142 0.138

Table 7.2: 5 data points taken from an article by Chalikian et al. [15] on the partial specific
volume, v◦, and relative specific increment in ultrasonic velocity, [u], of myoglobin in water
at temperature, T , of 18, 25, 35, 45 and 55◦C. These data points are used to assess the
importance of density changes to the relative molar increment in ultrasonic velocity, [U ],
for aqueous protein solutions.

7.5.2 Density or compressibility

The calculations performed in the previous chapters implied that the relative molar incre-
ment in ultrasonic velocity, [U ], for aqueous salt solutions as well as for aqueous surfactant
solutions can not be understood when solely considering density or compressibility. The
question is then if this is any different for aqueous protein solutions. This question is
elucidated using 5 data points for the relative specific increment in ultrasonic velocity, [u],
and 5 data points for the partial specific volume, v◦, for aqueous native state myoglobin
solutions for temperatures between 18 to 55◦C. These data points are taken from the arti-
cle by Chalikian et al. [15] and summarized in Table 7.2. The data points for the relative
specific increment in ultrasonic velocity, [u], is fitted by a polynomial of degree 2 given by:
3.6332× 10−5 (cm3 g−1 ◦C−2) · T 2− 3.7553× 10−3 (cm3 g−1 ◦C−1) · T + 0.2354 (cm3 g−1 )
and data points for the partial specific volume, v◦, is fitted by a linear curve given by:
2.8539 × 10−4 (cm3 g−1 ◦C−1) · T + 0.7374 (cm3 g−1 ). The relative specific increment in
ultrasonic velocity, [u], and partial specific volume, v◦, are used to calculate the relative
molar increment in ultrasonic velocity, [U ], and partial molar volume, V ◦, respectively,
by multiplying by the molar mass, M , of myoglobin which is equal to 17.8 kg mol−1 [15].
Using Eq. (6.8) and the fit to the density of water from Eq. (5.2), the density contribution
to the relative molar increment in ultrasonic velocity, [U ]ρ, is then found. [U ], [U ]ρ and
[U ]βS

are shown in Fig. 7.6, where [U ]βS
is calculated from [U ]− [U ]ρ.

Just as it was seen for aqueous solutions containing simple salts and surfactants, both
density and compressibility are important contributors to the relative molar increment in
ultrasonic velocity for aqueous myoglobin solutions. Furthermore, it is also again found
that the variations in density contribution associated to temperature variations between
18 and 55◦C only corresponds to ∼ 3% of the total magnitude of the variations in [U ]. In
other words, it is again found that variations in differential ultrasonic velocity associated
with variations in temperature are primarily related to variations in compressibility. Note
finally that changes in differential ultrasonic velocity associated with protein denatura-
tion and aggregation are also known to be primarily associated with changes in sample
compressibility [62].
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Figure 7.6: Density contribution, [U ]ρ, and compressibility contribution, [U ]βS
, to the

relative molar increment in ultrasonic velocity, [U ], for aqueous native state myoglobin
solutions calculated for temperatures, T , between 18 and 55◦C using data from an article
by Chalikian et al. [15]. [U ]βS

is indirectly determined by taking [U ] − [U ]ρ. It is found
that both density and compressibility contributes to [U ] and that changes in [U ] occurring
during a temperature scan are primarily associated to changes in compressibility.

7.5.3 Intrinsic contributions or hydration

Both intrinsic and hydration contributions affect differential ultrasonic velocity recorded
in aqueous protein solution. However, the question is then of one if these effects are more
important than the other. The intrinsic contribution to the relative molar increment in
ultrasonic velocity, [U ]M, is given by

[U ]M = − KM

2βS0
+ VM − M

2ρ0
, (7.6)

whereas the hydration contribution to the relative molar increment in ultrasonic velocity,
[U ]h, is found to be

[U ]h = − Kh

2βS0
+ Vh. (7.7)

Applying the mathematical model, given in Section 7.2.1, to Eqs. (7.6) and (7.7), it is
possible to evaluate the relative importance of hydration and intrinsic contributions to
the relative molar increment in ultrasonic velocity for proteins. Thus [U ]M is written as

[U ]M =
(
−βMvM

2βS0
+ CMvM − 1

2ρ0

)
M, (7.8)

whereas [U ]h is written as

[U ]h = −BcSc + BpSp + BnSn

2βS0
+ CnSn + CcSc + CpSp. (7.9)
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Using the parameters for myoglobin, given in Sections 7.5.2 and 7.5.4, yields the results
on Fig. 7.7. It is seen on the figure that the magnitude of the hydration contribution is
much higher than the magnitude of the intrinsic contribution. However, it is also seen
that both changes in intrinsic and hydration contributions as a function of temperature
are important to understand the decreasing trend of the differential ultrasonic velocity in
aqueous protein solutions.
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Figure 7.7: Hydration contributions, [U ]h, and intrinsic contributions, [U ]M, to the relative
molar increment in ultrasonic velocity, [U ], calculated for aqueous myoglobin solutions
using the mathematical model in Section 7.2.1. Results imply that the magnitude of the
hydration contribution is much higher than the magnitude of the intrinsic contribution,
but that both contributions are important to account for changes in ultrasonic velocity
occurring when temperature is increased.

7.5.4 The protein surface

The model presented in Section 7.2.1 implies that it is in principle possible to characterize
the surface of native proteins using ultrasonic velocimetry as a stand-alone technique since
the contributions to the differential ultrasonic velocity from charged, polar and nonpolar
protein surfaces in water all have different temperature-dependent characteristics [15].
Thus using the relative specific increments in ultrasonic velocity at two different temper-
atures, Eq. (7.4) can be evaluated for these two temperatures leading to two equations
that in principle can be used to determine two unknowns, i.e. if vM and Sc are known
for a given protein, then Sp and Sn can in principle be determined solely considering
the ultrasonic velocity. Furthermore, altering the solvent environment in a manner that
does not perturb the native protein state, e.g. by adding small amounts of cosolvent or
changing the solvent isotope, may potentially alter the characteristic contributions to the
differential ultrasonic velocity from the different surface types, Sc, Sp and Sn, principally
allowing for an increase in the number of equations and thus for a determination of all
three surface types.
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To examine the feasibility of ultrasonic velocimetry as a stand-alone technique for
characterizing the native protein surface, consider again myoglobin. Myoglobin have a
specific intrinsic volume, vM, of 0.685 cm3 g−1, a charged solvent accessible surface area,
Sc, of 1242 Å2, a polar solvent accessible surface area, Sp, of 1702 Å2 and a nonpolar solvent
accessible surface area, Sn, of 4772 Å2 [15]. Assume now that only vM and Sc are known
while Sp and Sn are unknown. Using the relative specific increments in ultrasonic velocity
at 18 and 55◦C given in Table 7.2 and the fitted polynomials in Table 7.1, the mathematical
model given by Eq. (7.4) is evaluated for 18 and 55◦C leading to two equations containing
two unknown, namely Sp and Sn. Hence these two equations can in principle used to
determine Sp and Sn. Fig. 7.8 show the solutions emerging when solving each of the
equations for [u] + 0.03 (cm3 g−1) and [u]− 0.03 (cm3 g−1), respectively. From this figure,
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Figure 7.8: Solvent accessible surface areas with polar, Sp, and nonpolar, Sn, properties
calculated for myoglobin by solving Eq. (7.4) at 18 and 55◦C for [u] + 0.03 (cm3 g−1) and
[u] − 0.03 (cm3 g−1), respectively. The set of solutions to the two equations is given by
the colored area. The large set of solutions complicates the interpretation of the relative
specific increment in ultrasonic velocity.

it is clear that a large set of Sp and Sn are solutions to the two equations. Thus although
the set of solutions of Sp and Sn shown on Fig. 7.8 also contain the correct solution,
a number of wrong solutions are included in the set complicating the interpretation of
the differential ultrasonic velocity. Unfortunately, this implies that the theoretical model
introduced in Section 7.2.1 is not sufficient to allow for the use of the ultrasonic velocity
to characterize the properties of native protein surfaces.

7.5.5 The effect of adding salt to protein solutions

In general, interpretation of differential ultrasonic velocities associated with altered protein
structure is challenged by the fact that it is hard to distinguish the intrinsic and hydration
contributions. The interpretation of the experimental results recorded in this chapter is no
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exception to this challenge. Hence hydration as well as intrinsic contributions may explain
the increasing trends of the Lipolase contribution to the differential ultrasonic velocity
occurring upon addition of NaCl and CaCl2 at 25◦C, see Fig. 7.3. Altered hydration
contributions may arise due to the presence of ions in a diffuse layer surrounding the
proteins [25]. Altered intrinsic packing that explains the increasing trend of the differential
ultrasonic velocities can be related to a more compact protein structure with a smaller
compressibility. Such structure may arise due to electrostatic screening of protein surface
charges by the ions surrounding the protein [19, 25] or due to osmotic effects. To validate or
dismiss the above hypotheses, it is however necessary to conduct further experiments using
other types of experimental techniques, e.g. dynamic light scattering to check whether the
Lipolase structure indeed appears to shrink in size upon addition of salt.

The differential ultrasonic velocities presented in Fig. 7.4 (a) for Lipolase HEPES buffer
solution as a function of temperature exhibit the characteristic decreasing trend that also
is seen in the temperature scans in Chapters 5 and 6. Thermally induced unfolding of
Lipolase is expected at approximately 70◦C but the curve do not imply that this unfolding
takes place for Lipolase in HEPES buffer solution, e.g. due to the 10 mM NaCl found
in the HEPES buffer entailing electrostatic screening of the protein surface charges thus
enhancing protein stability. The differential ultrasonic velocities for 60 mM NaCl Lipolase
HEPES buffer presented in Fig. 7.4 (b) do not show any kind of denaturation behavior
either. However when 49.23 mM CaCl2 is added to Lipolase HEPES buffer and the
sample is heated, a dramatic and completely irreversible decrease in ultrasonic velocity
is seen at 72◦C indicating that an irreversible aggregation process has taken place [46].
The differential properties between NaCl and CaCl2 on this aggregation process may be
related to differences in ionic strengths of the two types salt [25] or to the site-specific
binding of Ca2+ previously discussed [55].

7.6 Summary

The chapter was commenced by a chemical introduction to proteins in aqueous solution.
After this introduction, a mathematical model was presented based on the formulation by
Chalikian et al. [15]. Next, the experimental procedure of the experiments was discussed
and the results were presented. These results implied that NaCl and CaCl2 may alter
the contributions to the differential ultrasonic velocity from Lipolase in solution by either
altering the Lipolase hydration or by entailing a more compact intrinsic atomic packing of
Lipolase. Data on aqueous myoglobin solutions from the literature implied that both den-
sity and compressibility were important contributors to differential ultrasonic velocities in
protein solutions, but that the decreasing trend in differential ultrasonic velocity related
to increasing temperature is primarily related to changes in compressibility. The mathe-
matical model was used to assess the importance of intrinsic contributions and hydration
contributions to the differential ultrasonic velocity. It was found that the magnitude of the
hydration contribution is much higher than the magnitude of the intrinsic contribution,
but that the decreasing trend in differential ultrasonic velocity observed for increasing
temperature was related to variations in both the intrinsic and hydration contributions.
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Finally, it was shown that the mathematical model could not be readily combined with
ultrasonic velocimetry data to characterize the surface of proteins.



Chapter 8

Comparison across model systems

The case studies considered in the three previous chapters gave rise to information on the
use of ultrasonic velocimetry as a stand-alone technique for characterizing various types
of aqueous solutions. However, it is expected that it is also possible to obtain interesting
information by comparing the recorded ultrasonic velocities across the individual model
systems. Hence this chapter is concerned with the identification of proper methods to
perform such a comparison as well as a discussion of the outcome of this comparison.

8.1 Calculations

The calculations on the importance of density and compressibility to the differential ul-
trasonic velocity were performed by dividing the relative increment in ultrasonic velocity,
∆U/U0, by the molar solute concentration, C, to obtain the relative molar increment in
ultrasonic velocity, [U ]. However, to compare the results across the case studies, C is not
a suitable normalization parameter of the relative increment in ultrasonic velocity because
of the large variations in size of the considered solutes. Thus parameters that scale with
the size of the solutes are needed. Examples of such parameters are the specific concen-
tration, c = CM that can be used to calculate the relative specific increment in ultrasonic
velocity, [u]:

[u] =
∆U

U0c
=

[U ]
M

, (8.1)

and the atomic concentration, Cat = CNat, where Nat is the number of atoms per solute,
that can be used to calculate the relative atomic increment in ultrasonic velocity, [U ]at:

[U ]at =
∆U

U0CNat
=

[U ]
Nat

. (8.2)

Another possible normalization parameter is associated to the surface area of the solutes.
Two types of surface areas are often found in the literature, namely the solvent accessible
surface area and the solvent excluded surface area. Both of these surface areas are calcu-
lated by rolling a spherical probe, with radius of 1.4 Å equal to the effective radius of a
water molecule, over the surface of a given molecular compound, see Fig. 8.1. The atoms in

79



80 CHAPTER 8. COMPARISON ACROSS MODEL SYSTEMS

Solvent excluded 

surface

Solvent accessible 

surface

Figure 8.1: Both the solvent accessible surface area and the solvent excluded surface area
of a given molecular compounds are calculated by rolling a spherical probe over the surface
of the molecular compound. The atoms of the molecular compounds are represented as
hard spheres with radius equal to the van der Waals radius. The radius of the probe is
1.4 Å and thus equal to the effective radius of a water molecule. The solvent accessible
surface area is equal to the area tracked by the center of the probe whereas the solvent
excluded surface area is equal to the contact area between the probe and the molecular
compound. The figure is inspired by a figure in an article by Chalikian et al. [15].

the molecular compounds are represented as hard spheres with radius equal to the van der
Waals radius. The solvent accessible surface area, Ssas, is then calculated by tracking the
center of the probe as it rolls over the molecular compounds whereas the solvent excluded
surface area, Sses, is calculated by tracking the contact area between the probe and the
molecular compound. The relative increment in ultrasonic velocity is normalized for Ssas

to give the relative increment in ultrasonic velocity normalized to the solvent accessible
surface area, [U ]sas:

[U ]sas =
∆U

U0CSsas
=

[U ]
Ssas

, (8.3)

and for Sses to give relative increment in ultrasonic velocity normalized to the solvent
excluded surface area, [U ]ses:

[U ]ses =
∆U

U0CSses
=

[U ]
Sses

. (8.4)

[u], [U ]at, [U ]sas and [U ]ses are calculated for NaCl, CaCl2, -CH2-, monomeric and micel-
lar OG and Lipolase. Increments in ultrasonic velocity for -CH2-, used in the calculations,
are determined using data for the partial molar volumes of -CH2-, V ◦

CH2
, and partial molar

adiabatic compressibilities of -CH2-, K◦
CH2

, between 5 and 55◦C [14]. As mentioned in
Chapter 6, V ◦

CH2
is given by 15.8 cm3 mol−1. Furthermore V ◦

CH2
is also relatively constant

over the entire temperature range. The data for K◦
CH2

is fitted to a polynomial of degree
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2: −2.5835× 10−7 (cm3 mol−1 bar−1 ◦C−2) · T 2 + 0.3652× 10−4 (cm3 mol−1 bar−1 ◦C−1) ·
T − 9.3915 × 10−4 (cm3 mol−1 bar−1). For OG micelles, normalized relative increments
in ultrasonic velocity are only calculated at 25◦C due to the lack of knowledge about the
cmc at other temperatures. Calculations are performed assuming a constant cmc. Data
for Lipolase that can be used to calculate [u], [U ]atom, [U ]sas and [U ]ses is obtained using
structural data from the Protein Data Bank on Thermomyces (Humicola) lanuginosa lipase
[78], which is a dimer protein where the monomeric moieties are structurally equivalent
to Lipolase.

Surface calculations are performed using an online algorithm capable of calculating
both Asas and Ases when provided with molecular structural information in pdb file format
[50, 75]. The structural data from the Protein Data Bank on Thermomyces (Humicola)
lanuginosa lipase is provided directly in pdb file format. However, to apply this structural
data to calculate the surface areas of Lipolase, it is necessary to manually remove one
of the monomeric compounds from the pdb file. Structural data in pdb file format for
OG is obtained using Avogadro which is a open source program capable of optimizing the
molecular geometries using force field algorithms [73]. Hence the molecular structure of
OG is built and optimized in Avogadro and the resulting structure is saved in pdb file
format. Surface calculations for OG micelles are conducted assuming that the solvent
exposed surface of the micelles is given by the surface areas of the glucose head groups
[35] and assuming that the aggregation numbers of OG micelles is 25 [12], i.e. the surface
areas for methyl glucoside structures defined in Avogadro are calculated and multiplied
by 25 to obtain an estimate for the surface area of the micelle. Surface areas for NaCl
and CaCl2 are calculated assuming that the ions are completely dissociated in aqueous
solution, i.e. the total surface areas of the salts are calculated by adding the surface areas
of the individual ions comprising the salt. These single-atom structural pdb files are also
obtained using Avogadro [73]. Parameters used to calculate [u], [U ]at, [U ]sas and [U ]ses
are summarized in Table 8.1.

Compound M [g mol−1] Nat Sses [Å2] Ssas [Å2]
NaCl 58.4 2 86.582 266.027
CaCl2 111.0 3 150.795 435.801
-CH2- 14.0 3 18.805 30.745
Monomer OG 292.4 48 324.894 596.671
Micelle OG 7309.3 1200 4725.525 9270.575
Lipolase 29342.7 2071 9381.492 10392.164

Table 8.1: Parameters used to calculate the relative specific increment in ultrasonic veloc-
ity, [u], the relative atomic increment in ultrasonic velocity, [U ]at,the relative increment
in ultrasonic velocity normalized to the solvent accessible surface area, [U ]sas, and the
relative increment in ultrasonic velocity normalized to the solvent excluded surface area
[U ]ses for NaCl, CaCl2, -CH2-, OG in free and micelle state and Lipolase. M is the molar
mass, Nat is the number of atoms in the compound, Sses is the solvent excluded surface
area and Ssas is the solvent accessible surface area.
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8.2 Results

Results of the calculations on the relative specific increment in ultrasonic velocity, [u], the
relative atomic increment in ultrasonic velocity, [U ]at,the relative increment in ultrasonic
velocity normalized to the solvent accessible surface area, [U ]sas, and the relative increment
in ultrasonic velocity normalized to the solvent excluded surface area [U ]ses for NaCl,
CaCl2, -CH2-, OG in free state and micelle state and Lipolase are shown in Fig. 8.2.
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Figure 8.2: Relative molar increment in ultrasonic temperature normalized using the molar
mass, M , the number of atoms per solute, Nat, the solvent excluded surface area, Sses, and
the solvent accessible surface area, Ssas, to give the relative specific increment in ultrasonic
velocity, [u], the relative atomic increment in ultrasonic velocity, [U ]at, relative increment
in ultrasonic velocity normalized to the solvent excluded surface area, [U ]ses, and the
relative increment in ultrasonic velocity normalized to the solvent accessible surface area,
[U ]sas, respectively, for temperatures, T , between 11 to 85◦C.

Fig. 8.2 (a) shows [u] vs. T . In general, the largest changes in [u] are seen for the
smallest solutes. Hence the largest changes in [u] are seen for NaCl, CaCl2 and -CH2-
, whereas the lowest changes in [u] are seen for OG micelles and Lipolase. The larger
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changes for the smaller compounds may be related to the increased amount of hydration
per mass of these compounds. Note that the magnitude of [u] for -CH2- varies more
than for NaCl and CaCl2. This may be related to the fact that the extent of hydrogen
bonding between bulk water molecules diminishes for higher temperatures resulting in
an increased hydration entropy of hydrophobic substances [18]. Fig. 8.2 (b) shows [U ]at

vs. T . The values of [U ]at for NaCl and CaCl2 is significantly higher than the values of
[U ]at for the other types of considered compounds. Fig. 8.2 (c) shows [U ]ses vs. T . It
is seen that normalizing to Sses yields curves qualitatively similar to the curves obtained
when normalizing to M . The only real difference between Fig. 8.2(a) and Fig. 8.2(c) is
pertaining to the curves for Lipolase. Hence the magnitude of [u] for Lipolase is smaller
relative to [u] for the other molecular compounds than the magnitude of [U ]ses for Lipolase
relative to [U ]ses for the other molecular compounds. Finally, consider Fig. 8.2 (d) showing
[U ]sas as a function of T . The magnitude of the curves pertaining to the smaller molecular
compounds decrease relative to the curves of the larger molecular compounds than for
the curves normalized to Sses shown in Fig. 8.2(c). Hence the surface area calculated
for small molecular compounds is very sensitive to the choice calculational method. In
other words, the solvent accessible surface area for the small molecular compounds is
much larger than solvent excluded surface area, whereas for large molecular compounds
the solvent accessible surface area and the solvent excluded surface area are nearly the
same, see Table 8.1.

8.3 Discussion

8.3.1 Normalization of differential ultrasonic velocities

The normalized curves in Fig. 8.2 imply that differential ultrasonic velocities of solutes
in aqueous solution do not scale with a single solution parameter. Thus a more elabo-
rate normalization scheme is required to obtain directly compare intrinsic and hydration
contributions across the different types of considered model systems.

The first step of developing such an approach is to write the relative molar increment
in ultrasonic velocity as

[U ] = ΓSSsxs + ΓMVM, (8.5)

where ΓS represent the contribution per surface area, Ssxs represent either the solvent
excluded surface area or the solvent accessible surface area, ΓM is a coefficient describ-
ing the contribution per intrinsic molecular volume and VM represent the intrinsic solute
volume, i.e. in this formula VM again represent a real volume and not a molar volume.
Unfortunately, preliminary calculations, that not are presented in this thesis, show that
it is not straightforward to apply Eq. (8.5) to obtain comparable values of ΓS for proteins
and salts. Hence further work on this topic it needed in order to formulate a proper
normalization scheme that is readily applicable across different types of model systems.
It should be noted that Chalikian et al. [15] apparently have performed a calculation on
the surface compressibility contribution per surface area from a protein nonpolar surface
and a nonbranched chain of -CH2-groups in α-ω-aminocarboxylic acid to obtain surface
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compressibility contributions that compare reasonably well. Unfortunately no details on
the procedure used for these calculations are given in the article not allowing for a repro-
duction of the calculation.

8.4 Summary

A scheme for normalizing relative molar increments in ultrasonic velocities was presented
and applied to the results of the case studies given in Chapters 5, 6 and 7. The outcome
of these calculations showed that relative molar increments in ultrasonic velocity are not
readily normalized by any single solution parameter. A possible approach for extending
the presented normalization scheme was therefore presented. Preliminary calculations on
this approach however imply that this approach not sufficient to compare the intrinsic and
hydration contributions across different types of model systems.



Chapter 9

Conclusion and outlook

9.1 Conclusion

The objective of this thesis was to examine the capabilities of the ResoScan System as a
stand-alone equipment, and especially ultrasonic velocimetry as a stand-alone technique,
for characterizing aqueous solutions. In order to pursue this objective, a theoretical frame-
work for interpreting data recorded using ultrasonic velocimetry was introduced in Chap-
ter 2 and the properties of the ResoScan System were investigated in Chapters 3 and 4. The
background understanding on ultrasonic velocimetry and the ResoScan System built from
these chapters was then used in three case studies in Chapters 5, 6 and 7 that considered
three different classes of aqueous solutions containing low-weight molecules, surfactants
and proteins, respectively, using a combined theoretical and experimental approach.

The theoretical framework introduced in Chapter 2 was used to treat the results of
the three case studies to evaluate the applicability of a number of assumptions simplifying
the interpretation of data recorded using ultrasonic velocimetry. Hence it was found
that the contributions of dissolved molecules to the differential ultrasonic velocity were
additive in the limit of infinite dilution as long as the molecules of the solution do not
interact. However, it was also found that the additive assumption could in general not
be extended to the individual molecular groups comprising a given molecule. This is due
to internal interaction between the molecular groups comprising a given molecule causing
contributions from a given molecular group to depend on the chemical properties of the
adjacent groups.

Based on the additive assumption ultrasonic velocimetry as a stand-alone method was
applicable to investigate a number of molecular phenomena. For aqueous salt solutions it
was found that ultrasonic velocimetry potentially can be used to obtain information on
ionic hydration. For aqueous surfactant solutions, it was found that ultrasonic velocimetry
can be used to detect the critical micelle concentration even though results obtained for
sodium dodecyl sulfate was not in agreement with literature values. Furthermore, it was
hypothesized that ultrasonic velocimetry can be used to characterize the micelle hydro-
carbon core. For aqueous protein solutions it was found that the ultrasonic velocity could
be used to detect protein aggregation but that it was hard to distinguish the importance
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of intrinsic contributions due to a more compact protein structure from hydration con-
tributions due to altered hydration properties. Moreover, it was shown that ultrasonic
velocimetry can not be readily used to characterize the surface of proteins.

The theoretical framework established in Chapter 2 was also used to assess the im-
portance of changes in density and compressibility to the relative molar increment in
ultrasonic velocity. Across all considered types of aqueous solutions, it was found that
both changes in density and compressibility were important to completely account for the
relative molar increment in ultrasonic velocity. However, the decrease in relative molar
increment in ultrasonic velocity observed for increasing temperature was for all model
systems primarily found to be due to changes in compressibility. From the literature it is
known that also changes occurring for the relative molar increment in ultrasonic velocity
during protein denaturation and aggregation are primarily due to changes in compressibil-
ity. For proteins, it was furthermore found that the magnitude of hydration contribution
to the relative molar increment in ultrasonic velocity is much higher than the intrinsic con-
tributions. The decreasing relative molar increment in ultrasonic velocity with increasing
temperature is however associated to both changes in the hydration and intrinsic contri-
butions. Unfortunately, it was not possible to conduct a similar analysis for low-weight
molecules and micelles.

Finally, the relative molar increment in ultrasonic velocity was normalized with respect
to the molar mass, number of atoms per solute, solvent accessible surface area and solvent
excluded surface area. The results of the calculations implied that the relative molar
increments in ultrasonic velocity can not be normalized to one single parameter. Hence
understanding the differential ultrasonic velocity is a complex task requiring knowledge of
the contributions from various types of molecular surfaces as well as information on the
intrinsic contributions.

Ultrasonic absorption was found to be sensitive to the formation of octyl glucoside
micelles as well as for the protein aggregation. However, in general it was found that the
ultrasonic absorption is not as sensitive to subtle effects as the ultrasonic velocity.

9.2 Outlook

To further develop the theoretical understanding of ultrasonic velocimetry, it is necessary
to develop a theoretical approach that can determine the contributions to increments in
ultrasonic velocity per surface area for various types of molecular surfaces appertaining
to molecular compounds of varying size and properties. The development of such an
approach may also help obtain further information on the concept of hydration that may
be highly relevant for the interpretation of ultrasonic velocities as well as help obtain
further information on the relative importance of hydration and intrinsic contributions to
the differential ultrasonic velocity for various types of model systems. Besides this, the
assumption of infinite dilution should be evaluated. Hence the fact that the partial molar
volumes for ions added to aqueous solutions is dependent on concentration conflicts with
the hypothesis of additive ultrasonic contributions introduced in this thesis.



Appendix A

Derivation of equations

A.1 Governing equations

A.1.1 The Navier–Stokes equation

The dynamical behavior of continuous fluids can be understood through the Navier–Stokes
equation. The Navier–Stokes equation is derived in [37] through basic Newtonian mechan-
ics and reprinted here. The starting point of the derivation is the famous Newton’s second
law of motion applied on a small volume dV flowing with the ambient flow in a continuous
fluid .

dMw = dF, (A.1)

where dM = ρdV is the mass of the comoving volume, w is the acceleration of the
comoving volume, also denoted the material acceleration, and dF is the sum of the forces
acting on the comoving volume.

The next step of the derivation is then to find the material acceleration w. The material
acceleration can be found by considering the difference in velocity at point r at time t to
the velocity in point r + δr and time t + δt

δv = v(r + vδt, t + δt)− v(r, t). (A.2)

To first order, this velocity difference is given by

δv = vxδt
∂v(r, t)

∂x
+ vyδt

∂v(r, t)
∂y

+ vzδt
∂v(r, t)

∂z
+ δt

∂v(r, t)
∂t

(A.3)

=
(

∂v
∂t

+ (v ·∇)v
)

δt. (A.4)

Dividing by δt and evaluating the expression in the limit where δt approaches zero, the
material acceleration is then found

w =
Dv
Dt

=
(

∂v
∂t

+ (v ·∇)v
)

. (A.5)
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Inserting the material acceleration in Eq. (A.1) and dividing by dV yields

ρ

(
∂v
∂t

+ (v ·∇)v
)

= f , (A.6)

where f is the force density of the sum of the forces acting on the small comoving volume.
The final step in the derivation of the Navier–Stokes equation is to identify the forces
acting on small comoving volume. The Navier–Stokes equation is found in various editions
differing by the forces acting on the comoving volume under consideration. The forces
could for example arise due to gravity, viscosity and spatial variations in pressure. In the
case of a comoving volume affected by these forces, the Navier–Stokes equation is given
by

ρ
(∂v

∂t
+ (v ·∇)v

)
= g −∇p + η∇2v + βη∇(∇ · v), (A.7)

where p is the pressure, g is the gravitational acceleration, η is the dynamic viscosity and
β is the ratio between the compressional bulk viscosity and the dynamic viscosity [3]. In
this edition of the Navier–Stokes equation, thermal effects are not included.

A.1.2 The equation of continuity

The derivation of the equation of continuity is also given by Lautrup [37] and reprinted
here. To derive this equation consider a fixed volume V with mass m. The flux of mass
Qf into this volume is given by

Qf =
∫

S
ρv · dS, (A.8)

where S is the normal vector of the surface of the volume. To ensure the conservation
of mass, the change of the mass of the volume has to equal the flux of mass through the
surface of the volume

d

dt

∫

V
ρ dV = −

∫

S
ρv · dS. (A.9)

The surface integral in Eq. (A.9) can be rewritten to a volume integral by applying Gauss’
theorem. Hence the equation of continuity is derived is derived

∂ρ

∂t
+ ∇ · (ρv) = 0. (A.10)

A.2 Ultrasonic velocimetry on aqueous solutions

A.2.1 The partial molar volume

The apparent molar volume is given by

φV =
V − V0

CV
. (A.11)

This equation can be rewritten to

φV =
1
C
− V0

CV
=

ρ0

ρ0C
− V0

CV
. (A.12)



A.2. ULTRASONIC VELOCIMETRY ON AQUEOUS SOLUTIONS 89

The density of a solution with volume a V containing solutes with a molar mass of M at
molar concentration C must be given by

ρ =
ρ0V0 + MCV

V
(A.13)

Rewriting this expression yields an expression for the sample volume

V =
ρ0V0

ρ−MC
. (A.14)

Inserting Eq. (A.14) in Eq. (A.12) finally yields

φV =
ρ0

ρ0C
− V0(ρ−MC)

Cρ0V0
= (A.15)

ρ0

ρ0C
− ρV0

ρ0CV0
+

MCV0

ρ0CV0
= (A.16)

M

ρ0
− ρ− ρ0

ρ0C
. (A.17)

Since the sample is considered in the limit of infinite solute dilution, the apparent molar
volume and the partial molar volume are the same so

V ◦ =
M

ρ0
− ρ− ρ0

ρ0C
. (A.18)

A.2.2 The ultrasonic velocity in aqueous solutions

The first step of this derivation is to differentiate the Newton–Laplace equation. The first
step of this differentiation is to rewrite the Newton–Laplace equation to define a function
k given by

βSU2ρ = k = 1. (A.19)

It is possible to find a small change for k, denoted δk, given small changes δβS , δU and
δρ. Hence

δk =
∂k

∂βS
δβS +

∂k

∂U
δU +

∂k

∂ρ
δρ, (A.20)

Finding the derivatives in Eq. (A.20), and using Eq. (A.19), δk can then be written as

δk =
δβS

βS
k + 2

δU

U
k +

δρ

ρ
k. (A.21)

Since k is a constant it must be true that δk = 0. Finally the following equation then
emerges

0 =
δβS

βS
+ 2

δU

U
+

δρ

ρ
. (A.22)

This expression can be used to determine the difference in ultrasonic velocity between a
sample containing infinitely diluted solute and a reference sample

∆U

U0
= −∆βS

2βS0
− ∆ρ

2ρ0
. (A.23)
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This equation can now be rewritten by dividing all terms by C

∆U

U0C
= − ∆βS

2βS0C
− ∆ρ

2ρ0C
. (A.24)

This equation can in turn be rewritten by straightforward algebra
∆U

U0C
=− ∆βS

2βS0C
− ∆ρ

2ρ0C
= (A.25)

− βS − βS0

2βS0C
− ρ− ρ0

2ρ0C
= (A.26)

− βSV

2βS0CV
+

βS0V0 − βS0(V0 − V )
2CV βS0

− ρ− ρ0

2ρ0C
= (A.27)

− KS

2βS0CV
+

KS0

2βS0CV
+

V

2CV
− V0

2CV
− ρ− ρ0

2ρ0C
. (A.28)

Inserting definition for the apparent molar volume given in Eq. (A.11) and the definition
for the apparent molar adiabatic compressibility given by

φKS =
KS −KS0

CV
, (A.29)

in Eq. (A.28) yields
∆U

U0C
= −φKS

2βS0
+

φV

2
− ρ− ρ0

2ρ0C
. (A.30)

Inserting Eq. (A.18) then yields
∆U

U0C
=− φKS

2βS0
+

φV

2
+

φV

2
− M

2ρ0
↔ (A.31)

∆U

U0
=

(
−φKS

2βS0
+ φV − M

2ρ0

)
C. (A.32)

Since the solute is in infinite dilution, the apparent molar quantities in Eq. (A.32) can be
replaced by partial molar quantities to finally yield

∆U

U0
=

(
− K◦

S

2βS0
+ V ◦ − M

2ρ0

)
C. (A.33)

A.2.3 Multicomponent Systems

The equation for the ultrasonic velocity in multicomponent systems is derived from the
basic assumption of infinite dilution so that the contributions from the individual compo-
nents of the system are additive

∆U

U0
=

∑

i

∆Ui

U0
, (A.34)

where ∆Ui is the contribution to the ultrasonic velocity from the ith component of the
system. Inserting Eq. (A.33) then yields

∆U

U0
=

∑

i

(
− K◦

Si

2βS0
+ V ◦

i −
Mi

2ρ0

)
Ci. (A.35)
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Calibration of the ResoScan
System
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Figure B.1: The temporal course of events for the differential ultrasonic velocity, ∆U ,
recorded with Milli-Q in both resonator cavities varying temperature, T , for a scan rate
of 300 mK min−1. The data is fitted to a single polynomial of degree 6. The time units
given by the ResoScan System is in arbitrary units.

The temporal course of events for the differential ultrasonic velocities recorded with
Milli-Q water in both resonator cavities for the script utilizing the scan rate of 300
mK min−1 is fitted to a single polynomial of degree 6 assuming that the correct differ-
ence between the two resonator cavities is 1.7 × 10−2 m s−1, see Fig. B.1. This poly-
nomial is given by ∆Upol =

∑6
i=0 ∆UiT

i where ∆U0 = 0.0242 m s−1, ∆U1 = 2.0845 ×
10−5 m s−1 a.u.−1, ∆U2 = −6.6964×10−9 m s−1 a.u.−2, ∆U3 = 8.5469×10−13 m s−1 a.u.−3,
∆U4 = −5.2561 × 10−17 m s−1 a.u.−4, ∆U5 = 1.5275 × 10−21 m s−1 a.u.−5 and ∆U6 =
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−1.6898× 10−26 m s−1 a.u.−6. Corrected differential ultrasonic velocities, ∆Ucor, for tem-
perature scans conducted using the ResoScan System are then obtained using

∆Ucor = ∆U −∆Upol, (B.1)

where ∆U represent the actual measured differential ultrasonic velocities and ∆Upol are
the values of the fitted polynomial. The temporal duration of the conducted temperature
scans may vary slightly from experiment to experiment. In these cases the polynomials
are stretched or compressed to be applicable to correcting data from all experiments.
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Figure B.2: Overview of the correction procedure of the differential ultrasonic velocities
recorded with a temperature scan rate of 500 mK min−1. (a) Overview of temperature
scan with Milli-Q water in both resonator cavities. The course of events of the change in
ultrasonic velocity shown in this figure can be split into three separate time periods, and a
polynomial can be used to fit each of the periods. (b) Fit to the first periods of the curve
by a polynomial of degree 5. (c) Fit to the second periods of the curve by a polynomial
of degree 5. (d) Fit to the third periods of the curve by a polynomial of degree 10.



B.2. 500 MK PER MIN SCAN RATE 93

B.2 500 mK per min scan rate

In the case of the temperature scan utilizing the scan rate of 500 mK min−1, three distinct
polynomials are fitted to the temporal course of events of three distinct identified periods
of these temperature scans assuming that the correct difference between the two resonator
cavities is −1.5× 10−2 m s−1, see Fig. B.2.

The first temporal period is fitted to a polynomial of degree 5 given by ∆Upol =∑6
i=0 ∆UiT

i where ∆U0 = −0.0587 m s−1, ∆U1 = 9.4752 × 10−4 m s−1 a.u.−1, ∆U2 =
1.6622×10−4 m s−1 a.u.−2, ∆U3 = −3.4372×10−6 m s−1 a.u.−3, ∆U4 = 2.4051×10−8 m s−1 a.u.−4

and ∆U5 = −5.6816 × 10−11 m s−1 a.u.−5. The second temporal period is also fitted to
a polynomial of degree 5 given by ∆Upol =

∑6
i=0 ∆UiT

i where ∆U0 = 0.1073 m s−1,
∆U1 = −4.3823×10−5 m s−1 a.u.−1, ∆U2 = 7.6026×10−9 m s−1 a.u.−2, ∆U3 = −8.5322×
10−13 m s−1 a.u.−3, ∆U4 = 5.2536×10−17 m s−1 a.u.−4 and ∆U5 = −1.3242×10−21 m s−1 a.u.−5.
The third temporal period is fitted to a polynomial of degree 10 given by ∆Upol =∑10

i=0 ∆UiT
i where ∆U0 = −0.1715 m s−1, ∆U1 = 2.4912 × 10−4 m s−1 a.u.−1, ∆U2 =

−2.2035 × 10−7 m s−1 a.u.−2, ∆U3 = 1.0562 × 10−10 m s−1 a.u.−3, ∆U4 = −3.0696 ×
10−14 m s−1 a.u.−4, ∆U5 = 5.6748×10−18 m s−1 a.u.−5, ∆U6 = −6.7990×10−22 m s−1 a.u.−6,
∆U7 = 5.2506 × 10−26 m s−1 a.u.−7, ∆U8 = −2.5193 × 10−30 m s−1 a.u.−8, ∆U9 =
6.8265× 10−35 m s−1 a.u.−9 and ∆U10 = −7.9781× 10−40 m s−1 a.u.−10. Corrected differ-
ential ultrasonic velocities are then again obtained using the approach from Eq. (B.1).
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